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I. INTRODUCTION

The majority of recent FPGAs use SRAM memory for
both configuration and data storage. These memory cells and
other structures can be affected by ionizing radiation (SEE –
Single Event Effects) causing change of the stored value (SEU
– Single Event Upset). SEU can change the logical function
as well as the structure of an implemented design, which has
an impact on the design dependability.

There are several design techniques to build a depend-
able application using unreliable hardware. To validate an
application, we must predict its dependability parameters, and
furthermore verify that no fault can lead to dangerous behavior.
The design also must balance dependability and cost (silicon
area, power consumption and performance).

There are two main ways to estimate dependability pa-
rameters of a design—the Accelerated Life Test (ALT) [1],
which can give very accurate results, but is very expensive
and not easily accessible, and a simulation model for which
the detailed physical structure of the tested hardware is needed,
which is a problem with FPGAs.

In this paper, we propose to obtain a model of the imple-
mented design useful for fault analysis. The model results from
duplicating the back-end (physical design) tool of the standard
flow, in this case by an open tool. It works on a global FPGA
model, which can mimic existing devices and which can be
annotated by information necessary for the fault analysis.

II. PREVIOUS WORK

Several works on SEU simulation or modeling in CMOS
ASIC have been published [2], [3], [4]. Also SEU simulation
in FPGA is mentioned in several papers, for example in
[5], where hardware–software co-simulation was done with
SLACC-1V computer acceleration card [6]. This has been
further extended by TMR design in [7] and compared with
real radiation test in [8]. Another method of design simulation
and device testing focused on configuration memory have been
published in [9] and [10]. Different approach using an HW
emulator based on Atmel FPSLICK has been published in [11]
and [12].

The Verilog-to-Routing project (VTR) [13] is an open
source academic CAD suite intended to help with both propos-
ing new architectures of programmable circuits and developing
EDA tools for such chips. This tool allows a user to create a
custom FPGA architecture and perform timing-driven packing,
placement and routing on it. There are extensions of VPR with
the intention to model real architectures more precisely [14],
[15].

A method to classify fault behavior by an arbitrary predi-
cate under any combinational fault model has been published
[16]. Using this technique, we will be able to provide a cal-
ibrated model for our method and more realistic estimates of
dependability and reliability of any design in question.

III. PROPOSED METHOD

Given a design and a target FPGA device, the purpose of
our work is to predict the behavior of the implemented design
under a radiation exposure using a model of the implemented
design. To construct such a model, a suitable detailed descrip-
tion of the target FPGA architecture is necessary, together
with a physical design tool working on that architecture. The
constructed model is then calibrated by ALT. The calibration
shall cover differences between the real and the modeled
architecture as well as differences in the physical design tools.
Once calibrated model thus covers all designs on the target
architecture.

A. The FPGA model

Three areas of the FPGA architecture must be covered by
the architecture model: data storage (RAMs and flip-flops),
configurable logic blocks and interconnection. The design
model of data storage commonly corresponds to the real
implementation, and therefore can easily be derived. In recent
devices, configurable logic blocks are composed of LUTs and
multiplexers. Their structure is often published. The difficult
part is therefore the interconnection.

The interconnection architecture has fairly stabilized in
recent FPGAs. It has usually two levels of hierarchy, with
local interconnection between adjacent logic blocks and global
interconnection over the entire chip. There is also tendency to
simplify the interconnection structures—it is simpler to use
them in CAD tools and simpler to model. Incidentally, their
fault models are also easier to construct and to simulate. The
long chains of passive switches known from past devices,
disappeared. Also, the selection of inputs for logic blocks is
done nearly uniformly.

The modeling process is based on the VTR suite [13]. We
chose this because no modern FPGA architecture is known
to details and no commercial tools are open enough to allow
us to do the intended modifications. VTR takes a high-
level architecture model of the FPGA, which is in all cases
transformed to a low-level graph model, where each node is
a signal source, destination or a configurable connection point.
With the knowledge of common solutions, we can estimate
possible implementation of each node and its fault models,
and annotate the graph with this information.



B. Usage of the model

For each design, the (commercial) tools for the target
architecture are run to obtain a design implementation. The
model of the implementation for fault analysis is constructed
by VPR. The more information we carry from the original
implementation, the more accurate the fault analysis model
will be.

Given an annotated implementation of a net, alterations
of configuration memory content in elements constituting the
signal path can be transformed into fault models analyzable by
standard methods. Stuck–at faults (constant 0 or 1 at a signal)
are easy to analyze. As interconnection multiplexers are com-
monly implemented by passive switches, stuck–open faults and
shorts can occur. These faults were studied in connection with
CMOS circuits [17]. SEU in a LUT configuration memory are
transformed into changes in logic function performed by that
LUT.

Before the resulting annotated netlist of the design can
be used for fault analysis, it should be simplified. As many
elements of the programmable interconnect are of similar
nature, there is a strong chance that their faults will dominate
each other, leading to simpler models. The final fault analysis
can be done using Monte Carlo fault simulation, Satisfiability–
based methods [16] and other methods.

IV. FUTURE WORK

Radiation tests needed for calibration of our model are now
being prepared in collaboration with other researchers at our
university as well as with Nuclear Physics Institute in Řež
(NPI). After some data will be acquired from ALT testing, the
VPR model will be calibrated and improved.

The problem of radiation tolerant programmable systems
is nowadays topical in the ALICE ITS project in CERN
[18]. Here data from thousands of pixel detectors need to be
processed and an old platform of specialized ASIC chips is
planned to be replaced by reconfigurable hardware. Yet such
hardware is vulnerable to high-energy particles, which are very
frequent near the detector. Therefore, the design must be fault-
tolerant and must sustain a very high SEU rate. This problem
is being solved in NPI too. Our models and testing designs
should be useful there.

V. CONCLUSIONS

Recently, FPGA devices are more frequently used in ap-
plications demanding dependability and safety. These FPGAs
are, nevertheless, manufactured using CMOS technology, of-
ten with SRAM memory cells, which are prone to ionizing
radiation. In our work, we proposed a method of modeling the
behavior of an FPGA in radiation–harsh environment, based on
parameters obtained from experiments with the real hardware.
The proposed method utilizes academic toolchain VPR. By
modifications of this toolchain, and from SEU characteristics
gathered from ”in vivo” experiments, a modeling and sim-
ulation platform for future designs can be constructed, with
close-to-reality results.
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