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Abstract

With continuously decreasing dimensions of electronic chips, their sensitivity to the effects
caused by ionizing radiation increases. Quantification of this sensitivity is an important
parameter for electronics which is being used in areas with increased ionizing radiation
background and recently, it is gaining importance also for commercial chips. This thesis
deals with methods how such devices can be tested using accelerated beams of particles,
simulating the effects caused by the ionizing radiation over a whole lifespan of these devices
in a reasonably short time.

A method of detecting faults for evaluating the fault cross section of any field pro-
grammable gate array (FPGA) was developed and is described in the thesis. The incidence
of single event effects in FPGAs was studied for different probe particles (proton, neutron,
gamma) using this method. The existing accelerator infrastructure of the Nuclear Physics
Institute in Řež was supplemented by more sensitive beam monitoring system to ensure
that the tests are done under well defined beam conditions. The bit cross section of single
event effects was measured for different types of configuration memories, clock signal phase
and beam energies and intensities. The extended infrastructure served also for radiation
testing of components which are planned to be used in the new Inner Tracking System
(ITS) detector of the ALICE experiment and for selecting optimal fault mitigation tech-
niques used for securing the design of the FPGA-based ITS readout unit against faults
induced by ionizing radiation.

Keywords:
FPGA, dependability, single event effect, SEE, single event upset, SEU, accelerated

lifetime testing, ALT, bit cross section, proton beam monitoring, dose, radiation hardness
test, ALICE ITS Upgrade.
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of encouragement and insight during my work and helped me with numerous problems and
professional advancements.

Special thanks go to the whole staff of the NPI cyclotron in Řež, led by Jan Štursa,
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Chapter 1

Introduction

The work on this dissertation thesis began as a research in the field of dependability of
programmable hardware. The initial problem was to find out which types of faults can be
observed in the real life of FPGAs and how do they differ from assumptions, which are
being widely used for verifying fault-tolerant design techniques. Due to proposed methods
of testing, the subject of the thesis is related not only to programmable hardware and
dependability but also to the field of nuclear physics and particle accelerators. Besides
dependability studies of FPGAs in radiation environment, the work on the thesis required
to build and develop an infrastructure for tests in the environment of ionizing radiation.
The infrastructure was used also for testing of components for actual projects, where such
tests were required.

1.1 Programmable Hardware and Ionizing Radiation

Programmable hardware in general is a digital electronic circuit which function is de-
termined by a content of its configuration memory. That memory can be only one-time
programmable, or reprogrammable, which allows the electronic circuits to be reconfigured
during their lifetime. Information in the reprogrammable memory is usually stored in a
form of an electric charge defining its output state. Based on the architecture, there are
many types of programmable logic circuits, like PLA (Programmable Logic Array), CPLD
(Complex Programmable Logic Device), but at present, the most advanced and probably
the most used are Field Programmable Gate Arrays (FPGA), which will also be the main
concern of this thesis. With decreasing dimensions of transistors in these integrated cir-
cuits, the amount of electric charge needed to change their state decreases. That generally
makes the circuits more vulnerable to ionizing radiation.

Ionizing radiation is a stream of particles which have the ability to ionize matter, i.e.
their kinetic energy is high enough to separate electrons from atoms — ionize them. It can
ionize directly through the electromagnetic interaction or indirectly, when directly ionizing
radiation is emitted after an interaction of an electrically neutral particle in material. The
most common types of indirectly ionizing particles are neutrons and photons. Ionizing
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1. Introduction

radiation naturally cames to the Earth from the Space in a form of cosmic rays, it is
generated in decays of naturally abundant radionuclides, or can be made artificially, for
example in particle accelerators, nuclear reactors and X-ray machines.

If ionizing radiation penetrates into an electronic chip, where information is kept in a
form of electric charge, it causes that multitude of new charge carriers is created. That
might then affect the function of the electronic circuit. This effect is commonly called
a Single Event Effect (SEE) and can be further classified in several categories. One of
them is a bit flip in a memory, called Single Event Upset (SEU). Single Event Effects are
usually reversible, unless they bring a circuit into an undefined state, causing a damage to a
component which was not designed to sustain such a condition. The ionizing radiation can
also change mechanical and electrical characteristics of the material, which can result in
changing of a threshold voltage, timing characteristics or dielectric strength. These effects
are usually irreversible and permanent. In a common environment, these effects are very
rare and can be ignored in most of applications.

Radiation tolerant electronics must be used in applications, where higher intensity of
ionizing radiation is expected and where its failure can have fatal consequences. This
includes e.g. space applications, aircraft electronics and electronic devices used in high-
energy physics experiments. This is also the case of experiments that are placed at the
Large Hadron Collider (LHC) in CERN [1]. The LHC experiments have detectors and
associated electronics placed around the points where two beams of protons or heavy ions
with energies of several TeV collide. Thereat a lot of high-energy particles capable of direct
and indirect ionization is produced. All detector components and electronics have to be
selected and designed considering the high radiation load and tested for the expected doses.

1.2 Motivation

Since 2012, I have been involved in the project of ALICE Inner Tracking System (ITS)
Upgrade [2], participating in the working groups responsible for development of electronics
and silicon sensors. ALICE [3] is a large high-energy physics experiment located at the
LHC accelerator in CERN [1]. In 2020, the ALICE collaboration plans to replace its
current inner tracker detector with a new silicon pixel detector. The new ITS detector
will consist of seven coaxial cylindrical layers of pixel sensors, surrounding the point of
collisions. The project of the new detector aims to improve the tracking precision, increase
the data readout speed and lower the material budget. The readout electronics of the new
ITS will be placed close to pixel sensors, in the high-radiation area, to minimize the cable
length because of the signal distortions and to lower the power consumption of the signal
drivers. The requirements for fast data readout and processing, reconfigurability, small
series and reasonable price results in using an FPGA chip as a main component of the
readout system.

All electronic components of the ITS detector and readout unit have to be tested
for radiation hardness. Especially for FPGAs and other components prone to SEE, it is
necessary to know the SEE rate in the target environment, so that the firmware design
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1.3. Problem Statement

techniques can be adjusted to the expected types of faults and their rate. The possible
way how to test the components and measure SEE rates is using accelerated life testing
methods and fault injection techniques generating faults, that are expected to occur during
the real operation.

The Nuclear Physics Institute of the Czech Academy of Sciences in Řež (NPI) offers an
infrastructure for irradiation using beams of high-energy protons or neutrons. However, at
the time when I started to work on the project, there were several limitations, which made
the testing complicated. There was a complete absence of on-line monitoring and dosimetry
for the required range of proton beam intensities necessary for radiation hardness studies
of electronics, absence of easy sample positioning and remotely controlled manipulation,
absence of automated beam stopping, energy adjustment etc.

The significant part of the presented work is devoted to realization of suitable hardware
and software environment for reliable accelerated life testing (ALT). Detailed description
of this environment together with experience gained during a few years of its development
is provided. This should allow the continuation of electronics radiation hardness studies
supported by the on-line dosimetry in the future and make the infrastructure attractive
also for other potential users. The other part of this work is devoted to testing electronic
components using the existing infrastructure and developed extensions.

1.3 Problem Statement

Goals of this thesis can be summarized as follows:

◦ Develop a method how to measure single event effects cross section and radiation
hardness in FPGAs. The methods should be as close to real environment as possible,
should be usable for any FPGA and should allow to measure SEE cross section in the
configuration memory and D-flip-flops separately. Such characteristics of an FPGA
are useful for developers of fault-tolerant systems, especially in radiation environ-
ment.

◦ Develop a dosimetry system for measuring low proton fluxes at the NPI cyclotron
within the range of energies available there. Low proton flux below 107 cm−2 s−1 is
needed for testing delicate electronic components and the existing cyclotron moni-
toring is not sensitive enough to measure them.

◦ Verify both the dosimetry system and the FPGA testing methods by experiments.

◦ Compare the behavior of FPGAs based on different technologies in radiation envi-
ronment.

3





Chapter 2

Background

This chapter reviews basic theoretical concepts of Field-Programmable Gate Arrays (FPGA).
In order to have better understanding how ionizing radiation affects FPGAs, we give a
short overview about ionizing radiation, its interaction with matter and its dosimetry.
Used equipment and tools are also introduced.

2.1 Programmable Hardware - FPGAs

An FPGA is an advanced logic circuit, which can be programmed to perform any combina-
torial or sequential logic function [4, 5]. The basic building blocks of an FPGA are look-up
tables (LUT), D-flip-flops (DFF) and a routing network with switches. The look-up table
represents any combinatorial function of n boolean variables, where n is the number of
LUT’s inputs. The implementation of a LUT is usually a memory with 1-bit wide data
stored and 2n address space. A typical number of LUT inputs in nowadays chips is four or
six, but other versions are also possible. The D-flip-flops are used as memory elements for
creating sequential circuits. Usually a LUT and a DFF are physically adjacent elements
creating a basic logic cell. Such a cell is shown in Fig. 2.1. Inputs of the LUT (A, B, C
and D) correspond to variables of the represented function. Its output (LUT-OUT) can
be direct, or can be used as an input (D) of the DFF. This DFF input can be brought
in also directly from the routing network (FF-D), depending on the multiplexer settings
(BYPASS-LUT). DFF has a clock input (CLK) that can be enabled or disabled (FF-EN)
and the data output (FF-OUT) that can be forced to 1 (SET) or to 0 (RESET), which is
often used to define the initial state. The real logic cells in modern FPGAs can be much
more complex [6].

The described architecture, however, is not the only possible. For example the logic cell
of the flash-based ProASIC3 device from Microsemi [7] (formerly Actel) shown in Fig. 2.2
can act either as a LUT with 3 inputs X1, X2 and X3, or as a latch with a clear or set
input, or as a D-flip-flop with an enable and clear or set inputs, depending on the state of
configurations switches.
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Figure 2.1: Simplified schematics of a logic cell of a generic FPGA. See text for explanation.

Figure 2.2: Alternative architecture of a logic cell, used in the ProASIC3 chip. See text
for details. Credit: [7].
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Figure 2.3: Simplified schematics of a generic, the so-called island FPGA topology. Logic
cells are connected to a routing network through connection blocks. Switch blocks define
the interconnection of the routing network and input/output pins of the chip.

A few basic logic cells are usually grouped together. The group is connected to a routing
network that can conduct signals1 all over the chip, as shown in Fig. 2.3. This forms a
massive regular structure that can create any logical circuit, for which there are enough
resources in the chip. Modern FPGAs contain also various types of specialized blocks
like multipliers, digital signal processing cores, block memories, communication interfaces,
clock management and many others performing some frequently used functions that would
be hard, inefficient or even impossible to implement using the standard FPGA fabric [5].
By efficiency is meant higher speed, lower power consumption and lower area occupancy.
Blocks impossible to implement in the FPGA fabric are e.g. those processing analog signals
or those requesting a special timing characteristics.

The function of each element and their interconnection is determined by programmable
switches. Their configuration is loaded into the FPGA chip usually using JTAG [8] or some
other suitable interface. The configuration file is often called a bitstream, because of its
structure — it is a sequence of bits, representing states of the programmable switches in a

1By a signal is meant an interconnection of different elements. Depending on their type, signals can
gain different values, typically represented by a voltage level. For example a logic signal can be either
false or true, represented by a zero or a power supply voltage level. An implementation of the signal is a
conductive path, i.e. a wire.
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2. Background

defined order. The bitstream is typically prepared from a circuit description in a high-level
description language (HDL) and a set of constraints on timing, I/O pin assignment, their
configuration, etc. Specialized software tools provided either by chip vendors or third-
party companies are used for this purpose. The process of converting the description of
the circuit into a bitstream is done in several steps and its complexity grows exponentially
with the circuit size — it is a so-called NP-complete problem [9]. Thus, heuristic methods
are used to for this purpose and performance of bitstreams generated from the same source
by different tools may vary.

Depending on the implementation of programmable switches, there are currently three
types of FPGAs available on the market [6]:

◦ SRAM-based [5]: Switches are implemented as a pass transistors or a multiplexers
controlled by the state of a Static Random Access Memory (SRAM) bit. The config-
uration needs to be loaded from a nonvolatile, usually external memory every time
the chip is powered on. In some FPGAs, the configuration memory can be partially
or completely changed on request during the operation [10]. One of the possible
implementations of a configuration switch is shown in Fig. 2.4.

◦ Flash-based [11, 12]: Switches are a floating gate transistors that can be turned off
by injecting charge onto the floating gate. Turning it back on is possible by erasing
(turning back on) a whole block of transistors and programming the block again.
The number of erase cycles is limited, depends on the particular technology and can
be in the range of tens or hundreds of thousands erase cycles. The configuration
remains stored even after powering the chip off and is ready immediately when the
chip is powered on. A floating gate transistor switch used in Microsemi flash-based
FPGAs is shown in Fig. 2.5.

Figure 2.4: Possible realization of a configuration switch in a SRAM-based FPGA, based
on a 5-transistor SRAM cell [13]. The value of the SW EN signal is stored up in a cell of
4 transistors when the PROG EN input is active. The gate of the SWITCH transistor is
then driven with a negation of the stored value.
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2.1. Programmable Hardware - FPGAs

◦ Antifuse-based [14]: A switch is turned on using a high-current pulse which creates
a low resistance path in a polysilicon pads between two metal layers. This process is
irreversible, so an antifuse based device is one-time programmable only. Naturally,
the configuration remains when the chip is powered off. A structure of an antifuse
device is shown in Fig. 2.6.

Figure 2.5: The right-hand side transistor is a floating gate controlled switch. Programming
of the floating gate is done through the left-hand side transistor. Credit: [7].

Figure 2.6: Interconnection structure in an antifuse device. The top metal layer is connec-
ted via one-time programmable antifuse switches. Source: [15].
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2. Background

2.2 Ionizing Radiation

Ionizing radiation is formed by particles which are able to ionize atoms. The underlying
mechanism how the radiation interacts with the matter depends on the type and energy
of ionizing particles as well as on the properties of the target material. According to the
way how the ionizing radiation interacts with matter, ionizing radiation can be divided
into two groups: directly ionizing radiation and indirectly ionizing radiation.

Directly ionizing radiation [16] is formed by charged particles, e.g. a, b, protons, deuter-
ons or ions. When these particles pass through the matter, they deliver their energy mostly
to electrons in the matter. If the transfered energy is higher than the binding energy of
an electron, it can be released from the atom, creating a pair of free electron and an ion.
If the delivered energy is less than the binding energy, it excites the electron to a higher
energy level.

Indirectly ionizing radiation [16] is formed by particles without an electric charge, e.g.
neutrons of photons. They can transfer their energy by colliding with atoms or another
particles only. If the collision is inelastic, a part of the particle’s energy is used to excite
the atom or nucleus which can then release a charged electron, proton or another particle.
Released secondary charged particles are then able to ionize directly.

2.2.1 Radiation Related Quantities and Units

In this section, units and quantities relevant for this thesis are listed and described.

2.2.1.1 Energy

The main principle of ionizing radiation is exchanging energy between particles. The unit
of energy according to the International System of Units (SI) is the joule [J]. In particle
physics, the electronvolt [eV] is rather used. One electronvolt is defined as the energy
gained or lost by a single electron moving across an electric potential difference of one volt.
The electron has an elementary charge e

.
= 1.602× 10−19 C. Volt is joule per coulomb [17].

Thus

1 eV
.
= 1.602× 10−19 C× 1

J

C
.
= 1.602× 10−19 J . (2.1)

2.2.1.2 Stopping Power

The amount of energy lost per unit of distance by a charged particle traveling trough the
matter is called the Stopping Power S:

S = −dE

dx
[J m−1, eV m−1] , (2.2)

where dE is the energy lost by the particle while traversing the distance dx in the matter.
It varies for different particles and materials. The stopping power is not constant along
the trajectory. Its values for a given material, particle and its energy are experimentally
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2.2. Ionizing Radiation

measured and can be found for example in [18], [19] or [20]. Detailed description of stopping
power for protons is presented in Section 2.2.2.

2.2.1.3 Linear Energy Transfer (LET)

Very similar and closely related to the stopping power is the Linear Energy Transfer (LET ).

LET =
dE

dx
. (2.3)

LET is the energy dE imparted to the target material by a charged particle of specified
energy per the traversed distance dx. The difference between LET and the stopping power
is, that LET does not include the energy which leaves the target e.g. by radiative loses
[21]. So LET is only the energy which stays in the target volume, while the stopping power
is the total kinetic energy lost by the particle. The sign difference between S and LET
is given by convention, since LET relates to the energy accepted by the target material
whereas S measures the energy loss of the particle projectile.

2.2.1.4 Fluence

The particle fluence Φ is a quantity referring to how many particles (dn) passed through
an element of area da

Φ =
dn

da
[cm−2] . (2.4)

2.2.1.5 Flux

The particle flux F is a fluence per time unit dt:

F =
dΦ

dt
[cm−2 s−1] . (2.5)

In some applications, charged particle flux is integrated over transverse plane and the
resulting particle flow is expressed in terms of a current I in amperes [A], as a transfered
charge per time. In such a case one ignores the transverse beam profile. Since I = Q

t
,

where Q is the total charge and t is the time, we can easily recalculate between amperes
and particles per second if we know the charge of particles. In case of protons or electrons,
the charge is 1.602 × 10−19 C. The expression of the particle flow in terms of a current is
obviously not applicable in the case of uncharged particles (e.g. neutrons or gammas).

2.2.1.6 Activity

Activity is an important characteristics of a radioactive source. It determines the number
of radioactive decays in the source per one second. The unit of activity is becquerel [Bq]
and its dimension is equivalent to s-1 or Hz.

The radioactive decay is a stochastic process. The time evolution of the activity of a
given source is characterized by a so-called half-life denoted as T1/2. It is a period of time,
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2. Background

during which the activity falls by factor 1/2. The number of radioactive nuclei in the source
N as a function of time t follows the so-called law of radioactive decay:

N = N0 × 2
− t

T1/2 , (2.6)

where N0 is the original number of radioactive nuclei in the source at t = 0.

2.2.1.7 Dose

Dose (D) is defined as an energy dE absorbed in an element of mass dm,

D =
dE

dm
. (2.7)

In the SI, the unit of dose is the gray [Gy], defined as an absorption of one joule of
radiation energy per kilogram of mass.

1 Gy = 1
J

kg
= 1

m2

s2
. (2.8)

The other frequently used unit for dose is the rad [rad]. The rad is an old unit, defined
in the CGS (Centimeter–Gram–Second) system. Despite that, it is still being widely used
in the high-energy physics community. The relationship between rad and gray is very
simple:

1 rad = 0.01 Gy . (2.9)

Related quantity is the dose rate which gives the absorbed dose per unit of time, e.g.
[Gy/s] or [rad/s].

2.2.1.8 Equivalent Dose

The unit of equivalent dose (H) is the sievert [Sv] which has the same dimension as the
gray.

1 Sv = 1
J

kg
= 1

m2

s2
(2.10)

The sievert is used in terms of health effects of the absorbed dose on a human body.
It respects different effects of various kinds of radiation on biologic tissues. These effects
are quantified by means of the so-called quality factor Q (dimensionless), which is used
to weight the dose D, obtained by the tissue to get the equivalent dose in sieverts. For
photons, electrons and positrons the quality factor Q equals 1 and thus the corresponding
equivalent dose is equal to the dose in grays. For protons above 2 MeV, the quality factor
is 5, for neutrons it ranges from 5 to 20 depending on their energy. Alpha particles and
heavy ions have the quality factor 20 [22].

Again, an equivalent dose rate is also used. The [Sv/hour] unit is used to characterize
a health risk when handling radioactive material or as a characterization of radiation
environment.
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2.2.1.9 Kerma

Kerma (K) stands for Kinetic Energy Released per unit Mass. It is a variation of the dose
and is likewise measured in grays [Gy]. It is used mostly in case of non-directly ionizing
radiation and it is defined as

K =

∑
dEk

dm
, (2.11)

where
∑

dEk is a sum of initial kinetic energies of all charged particles released by non-
charged, indirectly ionizing particles in target material of a mass dm [23].

2.2.1.10 Cross Section

The cross section σ [cm2] reflects the incidence likelihood of interaction per one beam and
per one target particle. It can be interpreted as a size of the sensitive area perpendicular
to the direction of incoming point-like particles. Once the area is hit, the reaction (event)
occurs. The cross section is defined as

σ =
N

F × nt

, (2.12)

where N is the interaction rate [s−1] at the given particle flux F [cm−2 s−1] and nt is the
number of target particles.

In high-energy physics, cross section is often expressed in terms of a non-SI unit called
barn [b]:

1 [b] = 10−28 [m2] . (2.13)

The cross section is used also for the description of the likelihood of an interaction
between a beam particle and an electronic device (integrated circuit) causing a single
event effect, see Section 2.3.1.

2.2.2 Energy Loss of Proton in Matter

Most of the radiation hardness tests discussed in this thesis were done using proton beam
provided by the NPI cyclotron U-120M. Therefore, in this section we describe proton
interaction in matter in more detail. The protons can interact in matter by these processes
[23]:

◦ inelastic scattering with atomic electrons of the target material,

◦ elastic scattering with nuclei of the target material,

◦ nuclear reaction,

◦ Cherenkov radiation,

◦ bremsstrahlung.
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2. Background

The cyclotron U-120M provides proton beams with energies less than 40 MeV. In this
energy domain, the last two listed processes are not relevant for proton energy loss. The
process which has the highest probability to take place is the proton interaction with atomic
electrons. Since the proton is about 2000-times heavier than the electron, such collisions
do not change the direction of the proton momentum significantly. In general, protons can
either excite or ionize atoms in the matter depending on the size of momentum transfered
in the inelastic collision.

Protons can also interact with nuclei. Since the proton has a mass usually less than the
mass of a target nucleus, only a small part of the proton energy is transfered to the recoil
of a nucleus. Chances to induce a nuclear reaction grow when the proton energy is high
enough to overcome the Coulomb barrier of a nucleus. However, due to the finite range
of the nuclear force (≈ fm) and tiny dimensions of nuclei (≈ 10 fm), the probability of a
nuclear reaction is much smaller compared to the electromagnetic interaction.

Due to the probabilistic nature of proton interactions in matter, the resulting total
energy loss for each proton projectile is randomly distributed. The mean stopping power is
to good accuracy parametrized by the Bethe-Bloch formula [24], which takes into account
properties of the target material and of the incoming particle,

−1

ρ

〈
dE

dx

〉
= Kz2Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Tmax

I2
− β2 − δ

2

]
, (2.14)

where ρ is the material density, Z is the proton number of the given material, A is the
atomic mass of the material, z is the charge of the incoming particle, β = v

c
is the ratio of

the incident particle velocity and the speed of light, γ = (1− β2)−
1
2 is the Lorentz factor,

me is the mass of the electron, Tmax is the maximum transferred kinetic energy to a free
electron in a single collision, I is the mean excitation energy and δ is a correction for the
effects caused by density. The constant K equals

K = 4πNAr
2
emec

2 , (2.15)

where NA is the Avogadro number and re = e2

4πε0mec2
is the classical radius of the electron.

As can be seen from Fig. 2.7, the density normalized stopping power
〈
−dE

dx

〉
1
ρ

is about

the same for most materials, and gets smaller with Z [17].

The Bethe-Bloch curve has a pronounced minimum at βγ ≈ 3. For smaller βγ, the
decreasing energy of the projectile particle leads to increase of its stopping power. This
behavior is driven by the β−2 dependence of

〈
−dE

dx

〉
1
ρ
. The particle will thus have the

largest energy losses close to the end of its trajectory. Let us point out that a 30 MeV
proton has β = 0.247 and βγ = 0.255.

The assumptions under which the Bethe-Bloch formula was derived get invalid for
particles with very low velocities and other parameterizations have to be used to describe〈
−dE

dx

〉
. The dependence of the stopping power on the path length exhibits a pronounced

maximum close to the end of particle trajectory known as the Bragg peak [25].
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Figure 2.7: Density normalized mean stopping power of protons in liquid hydrogen, gaseous
helium, carbon, aluminum, iron, tin, and lead. Credit: [17].

2.3 Radiation-Induced Errors in Programmable Hardware

Radiation in semiconductor electronics can cause following effects [26]:

◦ Immediate effects induced by a transfer of electric charge to matter by a single particle
or by a particle shower, causing unexpected currents, influencing the function of the
circuit. We call them single event effects (SEE), they are usually reversible and can
be further classified in several categories, which will be described later.

◦ Long-term effects caused by a gradual degradation of the material due to ionization
and interaction of ionizing particles with atoms of the material. These effects cause
usually irreversible changes and can be further divided into two categories:

– Total ionizing dose effects (TID) which result from the ionization that can
change e.g. the number of free charge carriers in semiconductor and which can
affect e.g. a shift of threshold voltages.

– Displacement damage dose effects (DDD) which are caused by inelastic collisions
of incoming particles with atoms of crystal lattice. These collisions may displace
atoms from the crystallic structure or cause a nuclear reaction that changes
atoms to other element with different properties.

The discussed characterization of semiconductor electronics related effects follows [27].
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2.3.1 Single Event Effects (SEE)

The single event effect is caused by bringing an electrical charge into the depletion layer
at the P-N junction of a semiconductor device by ionizing particles. The free electrical
charge carriers are created along the trajectory of the ionizing particle. The mean energy
needed to create one electron-hole pair in silicon is w = 3.6 eV [17]. The mean number
of created electron-hole pairs Np along the trajectory x can be calculated from the Linear
Energy Transfer (LET ) for a given ionizing particle and target material integrated over
that trajectory as follows:

Np =
1

w

∫
LET dx . (2.16)

However, not all deposited charge influences the circuit. Only the part of it, which
is collected by the reverse-biased P-N junction of the semiconductor creates current and
voltage spikes that can propagate to the circuit. Their effect depends on factors such as the
size of the junction, back-bias voltage, substrate type, material doping etc. An example of
a SEE time-flow in an N-channel metal-oxide-semiconductor (NMOS) transistor is shown
in Fig. 2.8 and can be described as follows:

a) A charged particle passes nearby the reverse-biased P-N junction and creates free
electron-hole pairs;

b) Electrons attracted by the positively charged drain are drifting towards it, extending
the depletion region and creating a transient current and voltage pulse;

c) After the initial rapid pulse is over, remaining charge keeps difunding into the deple-
tion region until it gets collected or recombined;

d) The last panel shows a time flow of a P-N junction current induced by a SEE. The
dashed vertical lines indicate borders between the regimes a), b), c) shown on the
corresponding panels.

More information on the mechanism of charge collection, time evolution of the depletion
region and time relevant scales can be found in [26, 28].

The sensitivity of a given electronic component (e.g. memory) to the SEE for a specific
particle with given energy is expressed in terms of a cross section σ, determining the mean
number of SEE events per particle fluence. A device cross section is defined as:

σdevice =
ε

Φ
[cm2] . (2.17)

For a memory it is more convenient to define a bit cross section:

σbit =
ε

Φ× n
[cm2 bit−1] . (2.18)

Here Φ is particle fluence (i.e. the number of particles per unit area), ε is the number of
SEE events and n is the number of vulnerable memory bits in the device.

SEE are further divided into several categories, depending on where the charge is de-
posited and what kind of effect they cause.
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Figure 2.8: Mechanism of a SEE in a NMOS transistor [26]. See text above for detailed
description of individual panels.

2.3.1.1 Single Event Transient (SET)

SET is a type of SEE where the deposited charge causes a short voltage glitch followed by
a current glitch on a signal connection, which changes its value for some time [29]. It does
not affect the stable state of the signal driver, so the signal value returns back to normal
condition after the deposited charge goes off. On asynchronous and analog signals, the
glitch propagates further through the circuit. On synchronous signals it is often stopped
at the next flip-flop, unless it comes at the same time as the clock signal does. Then the
wrong signal value can be captured by that flip-flop and in the next clock cycle, the wrong
value also propagates further to the circuit.
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2.3.1.2 Single Event Upset (SEU)

If the collected charge is greater than the critical charge required to change a state of the
flip-flop (e.g. SRAM memory or DFF), and is located in a sensitive transistor of that flip-
flop, it causes a change of the value stored in the affected flip-flop. This is called a SEU
[26]. The induced flip can happen both from 0 to 1 or from 1 to 0. It is not a destructive
event and the correct value can be restored simply by rewriting it back. However, until
this is done, the wrong value remains in the memory element and affects the circuit. A
principle of changing a bit value in SRAM cell is illustrated in Fig. 2.9 and is following:

a) A particle hits an off-state transistor;

b) Charge is collected by the collector of the left-hand side NMOS transistor and creates
current I, which charges gates of the right-hand side transistors;

c) The right-hand side transistors toggle and enable the current to charge the gates of
the left-hand side transistors;

d) The left-hand side transistors toggle and the circuit reaches stable condition.

2.3.1.3 Multiple Bit Upset (MBU)

MBU is induced by the same mechanism as a SEU, but results in more memory bits flipped
[27]. MBU can be caused by two or more independent particles as a multiple SEUs coming
within one period of resolution, i.e. a clock period or a period of a mechanism that checks
the circuit for errors and corrects them. A Single Event Multiple Upset (SEMU) can be
considered as a special case of MBU, when multiple bits, typically in physically adjacent
memory cells, are flipped as a result of one particle hit. One particle can affect more cells
if its trajectory passes through more transistors, or when transistors are too close and the
charge deposits to several of them. The high-energy particle can also interact with an atom
of the chip matter such that secondary ionizing products of the reaction are spalled over
multiple memory cells [30].

2.3.1.4 Single Event Functional Interrupt (SEFI)

SEFI is a special case of any SEE resulting in an interruption or modification of the circuit
function. If the SEE affects a stored data only and the circuit keeps working, it is not
considered a SEFI. Also when a fault occurs in a fault tolerant system and the system is
able to work correctly even with the fault, it is again not a SEFI. However, when the result
of a SEE is that the circuit performs an incorrect transaction and stays stuck in a wrong
or an undefined state, or the circuit function is changed, it is considered as a SEFI. To
restore the function of the circuit, a reset or a reconfiguration has to be done.
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Figure 2.9: Simplified mechanism of a SEU in the SRAM cell [27]. Note, that SEU can be
created only when a transistor in the non-conducting state is affected.

2.3.1.5 Single Event Latch-up (SEL)

When ionization is high enough to affect a large area of a parasitic N-P-N-P structure
between N-type and P-type transistors, a so-called SEL can occur. The mechanism is
illustrated in Fig. 2.10. Because the parasitic structure is similar to a thyristor, once
triggered, the structure sustains in a conductive (low-resistance) state because of its pos-
itive feedback. When the resistance of the path created between the power supply and
the ground is too low and current density exceeds the carrying capacity limits of the path,
excessive heat is generated until some part of the path breaks and the circuit gets perman-
ently damaged. If the current path is interrupted before this happens, the latch-up can be
recovered. Interruption of the path is done typically by power cycling the chip. When the
latch-up occurs within signals, changing the signal value is sufficient. The latch-up can be
detected by a sudden increase of the current consumption.
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Figure 2.10: Principle of a Single Event Latch-up (SEL) in an inverter. Parasitic transistors
are sketched in red and the green arrow is a conductive path through them.

2.3.1.6 Single Hard Error (SHE)

SHE is a common name for a non-recoverable change of the circuit function due to a
permanent damage of its part. It can be

◦ Single Event Burnout (SEB) to which for example a destructive latch-up can
lead. SEB occurs when the circuit is destructed by excessive heat generated by high
current induced by any of the above mentioned errors.

◦ Single Event Gate Rupture (SEGR) which occurs, when the gate oxide breaks.
The result is an increased gate leakage current, eventually leading to a complete
failure. It is more likely to happen when a particle hits a gate, stressed by a high
voltage, e.g. a power MOSFET or an EEPROM/flash transistor during an erase/write
operation.

2.3.2 Total Ionizing Dose Effects (TID)

The overall dose delivered to the material by ionizing particles is called the Total Ionizing
Dose (TID). The charge created by ionizing radiation can accumulate inside the target
material and change its properties. In metal-oxide-semiconductor (MOS) devices, the
charge accumulation in the bulk material or the gate oxide creates leakage paths and
causes a threshold voltage shift [31]. Since the holes are not as mobile as electrons, they
become trapped in the gate oxide, where they gradually increase its positive charge. The
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Figure 2.11 shows a non-irradiated PMOS transistor in the on state (a), and the same
transistor after the critical amount of charge was accumulated in the gate oxide (b). The
accumulated charge results in creation of a conducting channel, even when the transistor
should be off. The result is the same as if additional positive voltage was applied to the
gate — in NMOS it lowers the threshold voltage and in PMOS it increases it.

Figure 2.11: Schematic of the non-irradiated N-channel transistor in a regular on state
(a) and a radiation-induced charge trapped in the gate oxide, which keeps the transistor
on even when the gate-source voltage (UGS) is smaller than the original threshold voltage
(UTH) and the transistor should be off (b).

The material degradation depends among others on the dose rate and voltage applied
during irradiation. Although an annealing process, when the trapped charge slowly diffuses
away from the gate oxide, can be observed, TID damage is considered as irreversible. The
annealing is never complete. Main contributing particles to TID are protons, electrons,
ions and gamma. Testing the devices for TID hardness is often done by gamma radiation,
usually from a 60Co source. It is a widely available and cheap source, but since its gamma
photons (1173 keV and 1332 keV) cannot cause nuclear reactions in silicon, it tests just
the TID hardness. For applications where other types of material damage also matter, a
different method has to be used.

TID is quantified in terms of dose and is measured in rads or grays. To calculate
the TID from the known particle fluence, we need to know how much energy do particles
deposit in the irradiated material. That depends on the particle type, its energy and the
length of its trajectory in the target material. The energy deposition can be numerically
simulated using software tools such as Geant4 [32] for general geometry, or SRIM [20] for
thin layers.
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2.3.3 Displacement Damage Dose Effects (DDD)

A displacement damage occurs when a particle penetrates into a crystal lattice of semicon-
ductor and causes a permanent displacement of an atom from its regular position. That
leaves an empty position and a surplus atom elsewhere in the crystal, as illustrated in
Fig. 2.12. The overall amount of displacement effects is characterized by the displacement
damage dose [33].

Figure 2.12: Illustration of a displacement damage in a crystallic lattice leading to the
interstitial-vacancy pair formation.

The atom released from its position in the lattice by the incident particle is often re-
ferred to as a Primary Knock-on Atom (PKA) [23]. PKA creates a vacancy-interstitial
pair, which recombines (in 90 %), or migrates and forms a stable defect (interstitial,
vacancy, divacancy, vacancy-interstitial Frenkel defect or vacancy-interstitial Schottky de-
fect). However, the original PKA can only be displaced when the transfered energy exceeds
the binding energy.

The displacement can be caused by neutrons, protons and high-energy electrons and
photons. Electrons usually produce isolated point defects, since they are light and can
transfer only a small energy to the PKA. With increasing energy of protons (> 10 MeV)
and neutrons (> 1 MeV) the chance of an inelastic collision increases. Such interactions
can produce a cascade of lattice defects, grouped in clusters. Protons have smaller chance
to cause a displacement when compared to neutrons. The majority of proton energy is
lost by ionization and thanks to their positive charge they are repelled from the positively
charged atomic nucleus by electric forces [34, 23].

The degradation by displacement damage is a long-term process and often has features
similar to the TID, although it is based on a different physical mechanism. A typical effect
of the DDD is degradation of the bipolar transistor gain and increase of its leakage current,
as the places of knocked-out atoms serve as new recombination centers, especially for the
minority carriers in the base of bipolar transistors. Also optoelectronic components (LEDs,
CCDs, optical sensors, transceivers, optocouplers and solar cells) are very sensitive to the
displacement damage [35].
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The part of energy deposition of a particle, lost in inelastic collisions with atoms of
target material, is expressed in terms of a Non-Ionizing Energy Loss (NIEL) or a displace-
ment damage cross section σD [36]. The unit of NIEL is [keV cm2 g−1] and the unit of σD is
[MeV mb]. NIEL can be also referred to as a displacement kerma. Numerous observations
have led to the result that DDD effects by energetic particles in the bulk of any material
can be described as being proportional both to NIEL and to σD [36]. For silicon, the rela-
tion between σD and NIEL, using the molar mass of the silicon and the Avogadro constant,
is:

100 MeV mb = 2.144 keV cm2 g−1 . (2.19)

The DDD value is often given also as an equivalent fluence of 1 MeV neutrons [1 MeV n eq].
According to [37], 1 MeV neutron in silicon has a value of σD = 95 MeV mb thus its NIEL
is 2.037 keV cm2 g−1. Displacement damage effects of different particles with given energy
can be recalculated to 1 MeV n eq using a hardness factor k, which can be found e.g. in
[36]. Figure 2.13 shows a value of this factor for different energy of neutrons. For some
applications, 1 MeV electron or 10 MeV proton equivalent fluence is also used. Irradiation
tests for DDD can be performed by neutrons or, if ionization damage does not matter, by
protons.
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Figure 2.13: Displacement damage of neutron in silicon as a function of neutron kinetic
energy, normalized to 1 MeV n eq. Data from [36].
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2.4 High-Energy Physics

The environment of physics experiments, especially in the high-energy physics, can be very
unfriendly to electronics due to high radiation background, magnetic fields, electromagnetic
interference, temperature (high or low) and other environmental parameters deviating from
the common conditions where most of electronic devices are intended to operate. Thus a
preparation of these experiments requires usage of special electronic components, special
design techniques and a lot of testing. In this section we will describe the LHC and the
related CERN accelerator complex, the ALICE experiment and its Inner Tracking System.

2.4.1 CERN

The European Organization for Nuclear Research (CERN) is one of Europe’s first joint
ventures. At present, CERN has 22 member states. The organization provides an infra-
structure for research, focused primary on fundamental questions in physics of the mi-
croworld. Thus it is often referred to as the European Laboratory for Particle Physics.
Numerous experiments and facilities are run here for this purpose, including the world’s
largest accelerator — 27 km long circular Large Hadron Collider (LHC) [1]. The purpose of
a particle collider is to study internal particle structure and relevant interactions. With in-
creasing energy of the particles, their so-called de Broglie wavelength gets shorter. Shorter
wavelength of particles then allows more detailed resolution of their inner structure, when
they collide. LHC is able to accelerate protons or lead ions to kinetic energies in order
of TeV. Two counter-rotating particle beams cross each other in 4 points of collisions,
around which experiments called ALICE, ATLAS, CMS and LHCb are built. ATLAS and
CMS study the Higgs boson properties and search for physics beyond the Standard Model.
LHCb is oriented on physics in the b quark sector. ALICE investigates properties of the
quark-gluon plasma — a state of matter which is believed to have existed in the early
Universe, about 1 ms after the Big Bang.

Figure 2.14 shows the CERN’s accelerator complex. Before particles get into the LHC,
they are pre-accelerated by a cascade of smaller accelerators. Protons are taken from a
bottle filled with a pure hydrogen. Hydrogen is ionized and the resulting protons are
accelerated by the linear accelerator Linac 2, where they reach a kinetic energy of 50 MeV.
Their energy is then gradually increased in Proton Synchrotron Booster (PSB, to 1.4 GeV),
Proton Synchrotron (PS, to 25 GeV), Super Proton Synchrotron (SPS, to 450 GeV) and
finally they are injected to the LHC. Acceleration of heavy ions (lead) differs only in the first
two steps. They are produced in Linac 3, which delivers them into LEIR (Low Energy Ion
Ring), where the ion bunches are compressed into shorter ones and accelerated. From LEIR
they continue to PS. The LHC contains two rings in which the beam circulates clockwise
and anticlockwise. Both beam pipes are laid next to each other in a common cryostat. To
make the particles circulate, their trajectory has to be bend by super-conducting magnets
providing a magnetic field of 8 T. The LHC is currently able to accelerate particles up to
6.5 TeV per elementary charge (1 e) in each direction, reaching the center of mass collision
energy of 13 TeV for protons.
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Figure 2.14: CERN’s accelerator complex. Credit: CERN.

2.4.2 ALICE

A Large Ion Collider Experiment (ALICE) [3] is run by a collaboration of 173 institutes
from 37 countries. ALICE studies properties of strongly interacting matter in the regime
of high-energy densities and temperatures (≈ 1012 K). Under these extreme conditions,
protons and neutrons “melt”, releasing the quarks and gluons from their bonds in hadrons.
This state is called the quark-gluon plasma (QGP) [38]. QGP is created by colliding
ultrarelativistic2 lead nuclei at the LHC. The existence of such a phase follows from the
fundamental theory of strong interactions, Quantum Chromodynamics (QCD) [39]. The
ALICE collaboration studies the quark-gluon plasma indirectly, via tracking thousands of
particles created as the plasma expands and cools.

2With a speed very close to the speed of light, when almost all its energy is stored in the form of a
momentum.

25



2. Background

The ALICE detector is 26 m long, 16 m high, and 16 m wide and weights about 10 000
tons. It is illustrated in Fig. 2.15. The heaviest part of the detector is the solenoid magnet
(red), which bends trajectories of charged particles, allowing to measure their transverse
momentum (pT). A view to the inside of the opened solenoid magnet is shown in Fig. 2.16.
The detector consists of 18 subdetectors, each working on a different principle. Together
they are capturing snapshots of final state products of the collisions. The innermost sub-
detector is called the Inner Tracking System (ITS). ITS currently consists of six concentric
layers of silicon pixel, drift and strip detectors, surrounding the collision point. Its main
functions are tracking of charged particles, measurement of primary interaction vertex (gen-
erated directly in the beam collisions) and measurement of secondary interaction vertices
from the decay of short-lived particles.

Figure 2.15: Current ALICE detector schematic. The ITS subdetector is in the center
of the red magnet. The detail in top right corner shows the current structure of the
subdetector. Credit: The ALICE Collaboration.
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Figure 2.16: ALICE detector with the solenoid magnet door opened for maintenance.
Credit: The ALICE Collaboration.

2.4.3 ITS Upgrade

In 2019 and 2020, CERN plans to interrupt operation of the LHC to give an opportunity
to the machine and experiments for maintenance and upgrades. Several major upgrades
are planned also for the ALICE experiment [40]. One of them is a complete replacement
of the current ITS subdetector [2]. The new ITS will:

◦ Improve impact parameter resolution of charged particle tracks by a factor of 3 in a
plane transverse to the beam and by a factor of 5 along the beam axis;

◦ Improve tracking efficiency and the transverse momentum resolution down to 50 MeV;

◦ Allow fast data readout — over 100 kHz in proton-proton collisions and 50 kHz in
lead-lead collisions;

◦ Allow fast insertion and removal of the detector for maintenance during end of year
technical stop.

The upgraded ITS, shown in Fig. 2.17, comprises 7 concentric cylindrical layers of silicon
pixel sensors. Radii of the cylinders range from 22 mm to 400 mm. The detector layers
are divided into the Inner Barrel (3 layers next to the beam), the Middle Barrel (2 layers)

27



2. Background

and the Outer Barrel (2 farmost layers). The beam pipe is led through the axis of the ITS
detector. The point of particle collisions, the so-called beam diamond, is in the center of
the detector. In the region of ITS, the beam pipe will be made of beryllium, which allows
to make its walls very thin, thus minimizing the influence on the products of collisions, but
at the same time firm enough to hold the pressure gradient between the vacuum inside the
pipe and the surrounding air. The ITS layers are azimuthally segmented in units called
staves, which are mechanically independent. The staves within each group of layers have
the same mechanical design. On both sides they are fixed to the endcap wheels, which
serve as precision supporting structures. Cooling pipes and cabling enter from one side of
the detector only, simplifying its maintenance. A carbon fiber construction helps to keep
the material budget of the whole detector as low as possible.

Figure 2.17: Layout of the upgraded Inner Tracking System detector. Credit: The ALICE
Collaboration.

The basic sensor units of the upgraded Inner Tracking System detector are the so-called
ALPIDE chips [41], which are based on silicon Monolithic Active Pixel Sensor (MAPS)
technology. It is an ASIC chip specifically designed for the ALICE experiment, imple-
mented in 0.18 mm TowerJazz CMOS Imaging Technology [42]. The chip size is 15 mm ×
30 mm and its thickness is thinned down to 50 mm for Inner Barrel sensors and 100 mm for
Middle and Outer Barrel sensors. The reason for thinning is again driven by the need of
low material budget, to minimize its influence on detected particles. Figure 2.18 shows the
structure of the chip. It is built on a high-resistivity silicon epitaxial layer, which creates
the sensor active volume. On the top of this layer, there is a matrix of charge collection
diodes with a pitch of about 30 mm, each creating one pixel. The white area represents a
depletion region, where the created charge drifts to the diode junction. In the rest of the
sensor volume, charge spreads by slow diffusion. The size of the depletion region can be
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increased by applying a back-bias voltage to the substrate. Its range can be from 0 down to
−6 V. The electronics that performs signal amplification, digitization and zero suppression
is also built on the same chip. Its transistors are shielded by a deep P-well, preventing the
deposited charge to be collected by them rather than by the collection diode. Chips are
equipped with a high-speed serial data interface and a bidirectional control bus for config-
uration and monitoring. Only the information on whether or not a particle was crossing
a pixel area will be read out. The total number of ALPIDE sensors in the upgraded ITS
is 24 120. They create a detection surface of 10 m2, which is segmented into 12.5 billion
pixels.

Figure 2.18: Cross section of the Monolithic Active Pixel Sensor used in ALICE ITS.
Credit: The ALICE Collaboration.

Pixel sensors are glued and wire-bonded to the Flexible Printed Circuit (FPC), con-
stituting a module. These modules are glued to staves, which provide them mechanical
fixing and cooling. In the Inner Barrel, each stave contains one module equipped with 9
pixel sensors which share common clock and control signals. Each of the sensors has its
own high-speed serial output running at 1.2 Gbit/s. Its diagram is shown in Fig. 2.19. The
Inner Barrel consists of 48 staves and has 432 sensor chips. The length of the Inner Barrel
Module is approximately 29 cm. Estimated radiation load of chips in the Inner Barrel is
≈ 2.7 Mrad during 4 years of operation, including the safety factor of 10 [2].

The Middle and Outer Barrel modules contain 2 rows of 7 silicon sensors. Because of
its bigger radius, the density of detected events and the output data rate is expected to be
much lower than in the Inner Barrel. To optimize the number of connections, each row has
one master sensor which propagates clock and control signals to the other sensors in the
row and collects their data via a shared inter-chip bus. As seen in Fig. 2.20, the module
has two data outputs, one from each row, both running at 400 Mbps. The Middle Barrel
contains 54 staves in two layers, 80 cm long with 4 modules per stave. The Outer Barrel
contains 90 staves in two layers, 150 cm long with 7 modules per stave. Together there are
23 688 pixel sensors utilized in all layers of the Middle and Outer Barrel. Their estimated
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Figure 2.19: Block diagram of the Inner Barrel module. Source: [A.2].

Figure 2.20: Block diagram of the Outer Barrel modules. Source: [A.2].

radiation load is ≈ 100 krad during 4 years of operation, including again the safety factor
of 10 [2].

The behavior of the detector chips in the environment of the experiment has to be
tested in advance. This task has two parts. On the one hand it is necessary to know
how the data from the detector looks like when a given particle traverses it. On the other
hand it is necessary to ensure, that the response stays the same during the lifetime period,
as well as other characteristics like power consumption which should not go beyond the
specifications.

Because of the limited cooling possibilities in the narrow space of ITS detector barrels,
the power consumption and accompanying heat production needs to be kept as low as
possible. Hence also the power available for the signal drivers is limited and it is desirable
to keep the cables reasonably short to minimize the signal distortions. Therefore the
readout and control system of the ITS detector will be placed as close to the detector as
possible. It will be installed in the so-called ALICE Miniframe, located approximately
four meters in front of the detector, two meters from the beam pipe. Here the racks with
Readout Unit (RU) [A.1, A.2] boards will be placed. The expected radiation load for the
RU is lower than for the detector itself, but it is still considerable. Estimated TID is about
10 krad per 4 years of operation.
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Inner Barrel Middle and Outer Barrel

ALPIDE chip thickness 50 mm 100 mm
Spatial resolution 5 mm 10 mm
Power density < 300 mW/cm2 < 100 mW/cm2

Primary vertex resolution < 30 mm
Detection efficiency > 99 %
Fake hit rate < 10−6 per event per pixel
Average track density 15–35 cm−2 0.1–1 cm−2

TID radiation in 4 years 2700 krad 100 krad
NIEL radiation in 4 years 1.7× 1013 1 MeV n eq/cm2 1012 1 MeV n eq/cm2

Table 2.1: Overview of ITS properties after the upgrade [2].

2.4.3.1 Readout Unit

The RU will receive data from the detector chips, distribute a synchronization signal to
them, control the settings of ALPIDE chips and control power supplies. The RU will
also perform some basic data processing, e.g. filtering and compression. Processed data
will be sent via optical links out from the experimental cavern to the Online and Offline
Computing System (O2) [43], where the data from ITS will be merged with data from
other subdetectors and processed. The whole ITS readout system will have to process
about 1 Tbit of data per second from 432 1.2Gbit/s and 3 384 400 Mbit/s data lines and
operate 624 control and 624 clock lines. Hence, a large system consisting of hundreds of
RU modules has to be built.

The option that the RU modules will be controlled by an FPGA is the most preferred
one. Developing a radiation-tolerant ASIC chip would not be convenient, since the price
would be too high and the flexibility low. During the detector lifetime, it is expected, that
some of the data processing algorithms might change, as the evolving environment of the
experiment requires. RU will process digital data from the thousands of detector chips in
parallel. The estimated number of RU modules is 192. Those are typical characteristics of a
system suitable to be controlled using FPGAs. However, the system should also meet some
dependable requirements. It will be placed in a radiation environment, which is known to
be unfriendly to programmable hardware and semiconductor electronics in general. It is
undesirable that a failure corrupts and stops the whole data taking. The minimal estimated
lifetime of the readout unit is 4 years, which is a period of the LHC run during which large
service and maintenance interventions are not possible or are complicated. All components
which will be used in the RU need to be properly tested and characterized for operation
in a radiation environment and magnetic field.
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2.5 Cyclotron

The Nuclear Physics Institute of the Czech Academy of Sciences (NPI) is located in Řež.
The largest experimental facility in the NPI is the isochronous cyclotron U-120M, shown
in Fig. 2.21. It is an experimental cyclotron built in 1970s. In 1990s, the cyclotron was
upgraded [44, 45, 46] adding the so-called negative mode acceleration which allowed to
increase the external proton current and enabled production of medical radionuclides. The
cyclotron provides extracted proton beam in the energy range from 6 to 37 MeV with max-
imal current reaching few tenths of mA (≈ 2.5×1014 protons/s). Nowadays, the cyclotron is
operated mostly in the negative mode, used for high proton flux radionuclide production.
Morning transportation of radionuclides to hospitals requires that their production is run
during evening or night, which leaves ample time for physics oriented studies during the
day time.

Figure 2.21: The U-120M cyclotron in NPI Řež. On the left-hand side we can see the
beam pipe for the negative mode with focusing magnets around it. Credit: [47].

Cyclotron operation is supported by the Ministry of Education, Youth and Sports of the
Czech Republic through a dedicated grant CANAM (Center of Accelerators and Nuclear
Analytical Methods), which offers to scientists and industry a possibility to use a unique
experimental infrastructure in nuclear physics and neutron science [47].
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2.5.1 General Principle of Cyclotron Operation

A cyclotron is a circular particle accelerator. The concept was proposed several times
during 1920s [48], but the first operational machine was build and patented by Ernest
Lawrence in 1932 [49]. A scheme of a typical cyclotron is shown in Fig. 2.22. A central
vacuum chamber contains a hollow cylinder, split into two electrodes called Dees3. The
electrodes are placed between the poles of a strong electromagnet. The magnetic field is
perpendicular to the plane of the sketch in Fig. 2.22. The Dees are electrically insulated
form each other and a narrow gap is in between them. Each Dee is connected to a one pole
of alternating (sine) voltage power supply, creating an electric field gradient in the gap.

Figure 2.22: Principle of cyclotron operation. Credit: [48].

Charged particles are injected to the vacuum chamber slightly aside of its center. Due
to the Lorentz force, particles follow a circular trajectory inside the Dee until they reach
its edge. In the gap between the Dees, particles are accelerated by the electric field. The
particles with increased speed now travel with the same angular velocity on a circular
trajectory of a greater radius. The cyclotron accelerates particles only when the frequency
and the phase of the electrical field in the gap are the same as the frequency and the phase
of particles on their orbit. The radius of particle orbit follows from the equilibrium between
the Lorentz force and the centrifugal force

B q v =
mv2

r
, (2.20)

where q is a particle charge, B denotes magnetic field, v is particle velocity, m is particle
mass and r is the radius of the circular trajectory. Expressing the velocity as

v = 2π r f , (2.21)

we obtain a formula for the cyclotron frequency

f =
B q

2πm
. (2.22)

3The half-cylinder electrodes are called Dees, since their shape is similar to a letter ”D”. Generally a
cyclotron can have any number of dees and corresponding acceleration gaps.

33



2. Background

As the speed of particle increases, relativistic effects start to play a role and accelerated
particles get heavier. To keep the cyclotron frequency constant, the magnetic field has to
be adjusted and increases with radius. An alternative to this concept is a synchrocyclotron,
where the relativistic effects are compensated by varying the frequency of the electric field
[48].

It is apparent, that the flow of particles in a cyclotron is not continuous. Particles group
into the so-called bunches according to the phase of the alternating electric field — they
are accelerated only when there is a corresponding voltage in the gap. Each time (phase)
slot when a bunch of particles would meet the criteria for successful acceleration is called
a bucket. Not all buckets have to contain a particle bunch, but a bunch can be placed only
into a bucket. If a particle appears out of the phase with the accelerating electric field (i.e.
out of the bucket) it either synchronizes to the phase provided that the phase difference
between the particle and the nearest bucket phase is not too big, or it follows a wrong
trajectory in the magnetic field and is lost.

2.5.2 U-120M Principle of Operation

Unlike a generic cyclotron, the U-120M cyclotron in NPI has only one Dee electrode,
powered by a resonator to which a radio-frequency (RF) electric field is brought from a
generator by a waveguide [50]. The role of the second Dee is taken by the walls of the
vacuum chamber which is on the ground potential. The magnetic field of approximately
1.8 T is provided by one main electromagnet and 15 correction coils, which are correcting
the magnetic field shape to compensate the relativistic effects. All magnets are adjustable
and so is the resonator and generator frequency. That allows the cyclotron to operate
at various energies ranging from 6 to 36 MeV. The corresponding generator frequencies
vary approximately from 10 to 26 MHz. However, changing the energy takes some time
(approximately 0.5 hour), since all parameters have to be tuned manually.

2.5.2.1 Positive and Negative Modes

The arrangement of the cyclotron allows to operate in a so-called positive or negative
accelerating modes. In the positive mode shown in Fig. 2.23a, the cyclotron directly
accelerates positively charged light ions H+ (protons), D+ (deuterons, 2H+), 3He+2 or 4He+2

(a). The beam is extracted using a magnetic kicker and a series of three electrostatic
deflectors at the last orbit. Because the magnetic field cannot form a sharp edge and
because the real orbits are not perfectly discrete and their density at the outer edge is very
high, the extraction is ineffective and a major part of the beam is lost at the deflectors or
at the exit beam pipe walls.

In the negative mode shown in Fig. 2.23b, the magnetic field orientation is inverted
and negative ions H- or D- are accelerated in the same anticlockwise direction. To extract
them, an approximately 35 mm thick carbon stripping foil is put into the beam trajectory
at the outer orbit. On this stripping foil, ions lose both valence electrons. The resulting
particles (H+ or D+, respectively) are charged positively, therefore the Lorentz force bends
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Figure 2.23: Acceleration modes of the U-120M cyclotron.

their trajectory in an opposite direction out from the acceleration chamber. In the negative
mode, the efficiency of beam extraction exceeds 90 %.

In both accelerating modes, cyclotron delivers a beam of positively charged ions. Each
mode has its own beam pipe to which the particles are extracted. Inside a beam pipe,
dedicated beam optics directs the beam into the beam pipe axis using a series of focusing
quadrupole magnets. The beam pipe for the positive mode (Line A) passes the beam
through a monochromator magnet, which selects a very narrow energy spectrum. Then
the beam is directed to the so-called Experimental Hall where it is divided into three target
areas. The beam pipe of the negative mode (Line H) ends with one target area next to the
machine. The floor plan of the experimental hall with the cyclotron and its beam pipes is
shown in Fig. 2.24.

Changing the configuration between the positive and the negative mode of the cyclotron
is a time consuming process. The acceleration chamber has to be filled with air and opened.
The positive mode requires the deflectors to be installed. For the negative mode they have
to be removed and the carbon stripping foil has to be installed. Also the ion source has
to be changed. Finally, the vacuum has to be restored after closing the chamber. The
full procedure takes at least half a day of work nearby the opened acceleration chamber,
which is radioactive. Moreover, it takes another day to restore the ideal vacuum conditions,
necessary for the stable cyclotron operation.

Because of the regular radiopharmaceutical production, which is unavailable in the
positive mode, the cyclotron works most of the year in the negative mode. Switching to
the positive mode is done a few times per year for about one week and is planned long time
(months) in advance. The positive mode is used mostly to study nuclear reactions. On
the other hand, proton beam from the negative mode is available nearly every day, during
the daytime when there is no production of medical radionuclides.
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Figure 2.24: Schematic floor plan of the U-120M cyclotron and associated experimental
infrastructure.

Figure 2.25: Ion source of the U-120M cyclotron, used for the negative acceleration mode.
The plasma chamber is on the left-hand side.
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2.5.2.2 Ion Source

The ion source of the cyclotron is placed under the acceleration chamber, inside vacuum.
It is a so-called Penning type ion source [51]. Its photo is shown in Fig. 2.25. The ion
source contains a plasma chamber (left side of the photo) in which an electric arc regulated
by a high-voltage constant-current power supply is burning. The plasma chamber contains
two holes. Through the first one, a gas which is being ionized inside the chamber is blown
inside. Through the second one, the ions are pulled by the RF electric field into the
acceleration chamber of the cyclotron. More information on the ion source operation and
performance can be found in [52].

2.5.2.3 Cyclotron Filling

The RF resonator works near its breakdown limit. To protect it against discharges, a
so-called filling scheme is used [50]. A dedicated 150 Hz generator is used for this purpose.
The duty cycle (percentage) of the ≈ 6.7 ms

(
i.e. 1

150 Hz

)
period of the modulation signal

from the generator is set by a cyclotron operator. This signal modulates the output of
the radiofrequency generator, see Fig. 2.26. The resulting effect is, that the ion extraction
and acceleration works only when the modulation signal is on. Maximum allowed duty
cycle (filling) depends on the generator frequency, corresponding to energy of accelerated
particles, and on the number of particles present in the acceleration chamber (ion source
output intensity). For the lowest energies (≈ 10 MHz generator frequency) the filling can
reach rather high values (≈ 65 %), but for the maximum energy, it cannot go over 25 % for
low intensities and over ≈ 10 % for the highest intensities. This aspect has to be taken into
account in cases, when instantaneous peak particle flux plays a role. With an average flux
of 107 protons/cm2/s and 5% filling, the peak instantaneous flux is 2× 108 protons/cm2/s.

6.66 ms

~ 0.2 - 4.3 ms

~ 38 - 94 ns

10 - 26 MHz

150 Hz

4 - 65 %

Figure 2.26: Diagram of the U-120M cyclotron filling scheme. The cyclotron radiofrequency
(≈ 10–26 MHz, depending on beam energy) is switched on only during the adjustable duty
cycle of the modulator (150 Hz). The available duty cycle range depends on the beam
energy and intensity. Time flow in the diagram is not to scale.
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2.5.2.4 Targets

Various target fittings for irradiated liquids, gases and small solid samples (< 1 cm) are
usually connected directly to the end of the beam pipe. Because they are designed to be
exposed to very high particle fluxes producing heat, they include water cooling.

For irradiation of bigger targets, like electronic boards, it is necessary to bring the
beam out from the vacuum pipe into air. This is done through a 55 mm thick aluminum
beam pipe exit window, separating the vacuum space inside the machine from the outer
environment. Target can be then placed farther from the exit window. There are two
effects related to bringing the beam into the air. Beam protons lose energy as they interact
with the air, and in addition the beam profile width increases as a result of associated
multiple scattering.

As noticeable from the cyclotron floor plan in Fig. 2.24, the negative mode target
area is placed next to the machine, while the positive mode target area is located in the
Experimental Hall, which is farther from the cyclotron and shielded by a wall. Experiments
performed in the negative mode, directly in the cyclotron hall, have to take into account,
that the machine operation requires strong magnetic and radiofrequency electric fields. In
addition beam losses inside the acceleration chamber and beam pipes generate low energy
neutron background. These neutrons behave similarly to gas and penetrate deep through
the matter until they are absorbed or decay. Experiments using the positive mode have
the advantage of the shielded room, where these backgrounds are much lower.

Under the target area of the negative mode, there is a basement, where some of the
cyclotron technologies are placed. This basement is connected with the target area by
a hole through the floor. The hole is about 5 cm in diameter and is about 1 m long.
The basement area is partially shielded from the neutron background as well as from the
electromagnetic interference. It can serve as a bunker for electronic devices supporting the
target setup. A prerequisite is, that these devices can be connected with the target setup
using at least 5 m long cables, that can fit through the 5 cm hole. However, some neutron
background is still present in the basement area and it is not safe that humans stay there,
while the cyclotron is running.

2.5.2.5 Beam Intensity

The cyclotron was designed to deliver high proton beam currents ranging from about 108

to 1014 protons/s (15 pA–20 mA). All control and measurement devices are adapted to these
intensities. The original means how the flux could be adjusted were:

Adjusting the filling factor. This parameter changes the time structure of the beam.
It is based on a principle of pulse-width modulation. It can be safely used for applications,
where only total fluence is important or where the time resolution is bigger than the
modulation period. For other cases it has to be taken it into account.
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Adjusting the current in the ion source. This should be the optimal way how to
change the flux. The current in the ion source regulates the number of ions on the input
to the acceleration process. However, the high-voltage power supply of the cyclotron ion
source is able to regulate the current down to about a few hundreds of mA, corresponding
to the proton current in order of 108 protons/s and with a step of approximately 107–
108 protons/s. Moreover, the dependence of the flux on the ion source current is not linear.
Better regulation of the cyclotron current in the low-intensity regime is expected to be
achieved with a new HV power supply, which will be available in 2017. It is expected that
it will allow the proton current to go as low as 10 protons/s.

Progressive investigations showed, that lower intensities can be reached by changing
also other parameters. Their common feature is that they decrease the efficiency of the
acceleration process.

Adjusting the gas pressure in the ion source. There is a certain value of gas pressure
in the plasma chamber of the ion source, at which the efficiency of ion production is
the highest. Changing the pressure to some other value lowers the efficiency of H- ion
production.

Displacing the ion source exit window relative to the acceleration chamber
input window. The displacement lowers the efficiency of ion extraction from the ion
source. A side effect is, that the ions, which miss the input window, burn the edges of
the ion source holes and shorten lifetime of the ion source assembly. The displacement
also changes the X position of the extracted beam since the particles follow a different
trajectory in the acceleration chamber.

Adjusting vacuum quality. Lowering the vacuum quality inside the acceleration cham-
ber increases the probability of beam–gas remnant interaction. This leads to reduction of
beam intensity but gives rise to neutron background.

Inserting a beam probe electrode into beam trajectory in the vacuum cham-
ber. There are three probes for energy and intensity measurement installed inside the
acceleration chamber. They are movable along the radial direction with a very small step.
When they are partially inserted into the last orbit of the accelerated beam, a part of the
beam is lost on them. Beam interacting with the probes nevertheless increases the neutron
background.

Turning off the beam focusing quadrupole magnets. The quadrupole magnets
focus the beam inside the beam pipe. If they are off, the beam gets wider and a significant
part of it (up to 90%) hits the walls of the beam pipe and is lost. However, this method
can be used only for lower beam intensities when the net beam loses are not high enough
to overheat and damage the beam pipe fittings. Again, the neutron background increases
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when the magnets are off. Moreover, later we have discovered that this method also lowers
the mean energy of the beam by about 4 MeV, thanks to the partial beam reflections.

Closing the beam pipe collimator. The collimator is placed in the beam pipe. By
closing it (narrowing the gap), the edges of the beam profile are cut and the total intensity
decreases. As a side effect, the neutron background increases.

The cyclotron equipment allows to measure and monitor the beam intensity on several
places. All methods are based on measuring the electric current generated by a charge
deposition. For example a beam probe, when inserted to the beam, stops beam particles
and their charge is conducted from the probe in a form of electric current. During this
measurement the output beam is stopped and the target is not irradiated. In the negative
mode, also current from the stripping foil can be measured. Because two electrons are
stripped off from each H- ion, the measured electric current is two times higher than the
resulting proton current. This method can be used continuously and works also while the
target is irradiated. However, both measurement methods were developed and calibrated
to monitor the cyclotron under usual operating conditions, when the acceleration process
is optimal and the proton current reaches several mA. For low currents in order of nA,
pA or even fA, these monitoring methods are useless, because the measured current is not
only below the resolution of installed ammeters, but also below the noise level, generated
by the RF circuits.

2.6 Fast Neutron Generator

The Fast Neutron Generator (FNG) [53, 54] available in NPI, is an apparatus, attached
to the negative mode beam pipe of the U-120M cyclotron, see Fig. 2.27. It may contain
a beryllium (Be), lithium (Li) or heavy water (D2O) target, which is bombarded by an
intensive proton beam from the cyclotron. Protons interact with the nuclei of the target
material, producing neutrons. Different target materials result in different energy spectrum
of generated neutrons. So far we used only the Be target with the white neutron energy
spectrum ranging up to 35 MeV and having the mean energy of 14 MeV, see Fig. 2.28.

2.7 Gamma Source

The NPI has also an intensive 60Co gamma source that is located at the Department
of Dosimetry, see Fig. 2.29. Activity of the source measured on 23rd of April 2014 was
123.4 TBq. The 60Co has a half-life of 1925.5 days. With more than 99.95 % chance, the
decay of 60Co nucleus produces 2 photons — one with an energy of 1173 keV and the other
with an energy of 1332 keV. The 60Co source has a form of a cylinder 21 mm high and
25 mm in diameter and is installed inside the apparatus consisting of a massive shielding
case with the radioactive emitter placed inside and a remotely controlled shutter, allowing

40



2.7. Gamma Source

Figure 2.27: Fast Neutron Generator attached to the cyclotron beam pipe. The beryllium
target is installed at the left most end of the FNG apparatus where the dark gray cooling
pipes are.

Figure 2.28: Energy spectrum of neutrons, produced by the beryllium-based fast neutron
generator, bombarded by 35 MeV protons. Measured at 156 mm from the FNG target.
Data taken from [54].
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Figure 2.29: Picture of the gamma irradiation apparatus with an irradiated target (FPGA
board) in front of it.

Figure 2.30: Cross section of the NPI 60Co source apparatus. The radioactive emitter is
marked 1-A. Courtesy: Richard Wagner.
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the exposition of the irradiated sample to the emitter. The scheme of the apparatus from
the top side is shown in Fig. 2.30. The case is mounted on an adjustable stand, so it can
easily accommodate to the particular target. The 60Co source is located in a dedicated
shielded room, where the target setup can be prepared while the shutter is closed and the
emitter shielded. After closing the room, the shutter is opened and the target is exposed
to the gamma radiation.

2.8 Used Equipment and Tools

For our measurements we used several available tools, which will be described in this
chapter. In particular, it is a PTW Farmer 30010 ionization chamber [55] for the flux
measurement, a silicon pixel detector Timepix [56] with the USB interface FITPix [57] for
the calibration of the ionization chamber and software tools Geant4 [32] and SRIM [20]
for numerical simulations of the proton flux behavior. The Timepix/FITPix was kindly
provided by the Institute of Experimental and Applied Physics of the Czech Technical
University in Prague.

2.8.1 Ionization Chamber

A ionization chamber is a gas-filled ionizing radiation detector. The principle of its op-
eration is to collect all charge generated by ionizing radiation in the working gas of the
chamber. The charge is collected by applying an electric field between two electrodes,
surrounding the sensitive volume of the ionization chamber. The electric field created in
the gas prevents the generated electrons and ions to recombine. They are attracted to
the electrode of opposite polarity and generate electric current that can be measured by a
sensitive ampere-meter. The collected charge is proportional to the obtained ionizing dose
and depends on the type of working gas, its pressure and volume. The value of voltage
applied on electrodes influences the collection speed and thus the working regime of the
ionization chamber. A schematic of the ionization chamber operation principle is shown in
Fig. 2.31.

For our measurements we use the PTW Farmer 30010 ionization chamber [55], shown in
Fig. 2.32. It is a commercially available thimble ionization chamber produced by the PTW
company for medical radiation therapy. The detection volume of the chamber is cylindrical,
approx. 24 mm long and 7 mm in diameter. It has coaxial arrangement of an internal
aluminum wire electrode, surrounded by a graphite wall electrode and a protective acrylic
glass (PMMA) film. Working gas of the chamber is the air at atmospheric pressure — it
is an open chamber. Mean energy necessary to create one electron-ion pair in atmospheric
air equals 34 eV [58]. The sensitive volume of the ionization chamber is 0.6 cm3. Nominal
working voltage of the chamber is 400 V. Collection time of ions at the nominal voltage is
about 0.14 ms [55].

The current from the chamber is read out by the UNIDOS E device, a microprocessor
controlled universal dosimeter [59]. The device integrates the ionization current for a selec-
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Figure 2.31: Principle of a ionization chamber. Charge, released by a traversing ionizing
particle (red arrow), drifts in electric field between electrodes and is collected in a form of
electric current.

Figure 2.32: PTW Farmer 30010 Ionization Chamber. Left: Picture of the chamber and
its protective cover. Right: Technical drawing of the chamber and the cover. Dimensions
are in mm. Source: [55].

ted time (1–10 000 s) and calculates the average current, or accumulated charge. UNIDOS
E allows to set the voltage on the ionization chamber electrodes in the range from 0 to
400 V and with 50 V steps.

2.8.2 Timepix

Timepix [56] is a hybrid silicon pixel detector, developed by an international collaboration
hosted by CERN. The principle of detection is similar to the ALPIDE chips, but the elec-
tronics is not on the same silicon chip as the detector. It is on a separate chip, bonded from
bellow to the detection layer. The electronics of the Timepix detector is more complex rel-
ative to the ALPIDE chip and allows two basic measurement modes: Time Over Threshold
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(TOT) or Time of Arrival (TOA). In the TOT mode, the detector measures how long a
voltage pulse generated by ionizing radiation in each pixel was above a discrimination
threshold level. The measured time corresponds to energy deposited by the ionizing radi-
ation in the pixel area. In the TOA mode, Timepix measures the time between a trigger
signal arrival and a leading edge of the pulse, exceeding the discrimination threshold level.
The granularity of the detector is 256 × 256 pixels and each pixel is a square with 55 mm
long side. The total sensitive area of the chip is 1.982 cm2. TOA and TOT values are
measured for each pixel separately and the discrimination threshold is adjustable. Because
of the chip complexity, it is very slow in comparison with the ALPIDE chips. The shortest
acquisition time is 1 ms and the readout of one frame takes about 10–200 ms. The detector
is operated through a FITPix USB interface [57], see Fig. 2.33.

Figure 2.33: Timepix detector with a FITPix USB interface. The detector chip can be
seen through a window on the left-hand side.

2.8.3 Simulations

Final states of interactions that a particle undergoes in matter are not deterministic and
they can be described just in terms of probability. Numerical simulations based on Monte
Carlo methods offer a cheap and effective way how to study the transport of particles
through the matter. Based on an output of a large number of random trials made by the
simulation, we can determine the distribution of desired values and effects. Simulations are
useful to confirm our understanding of measured values by giving approximately similar
results as observed by the measurement. They can be used to calculate the beam energy,
dose etc. To perform simulations, two tools were used: SRIM and Geant4.

2.8.3.1 SRIM

SRIM stands for Stopping and Range of Ions in Matter [20]. It is an application for
Windows which can simulate passage of ions through different layers of material. SRIM
allows to describe the geometry of experimental setup just in terms of planar material
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layers. These layers are characterized by their thickness and material composition. Particle
trajectories through the layers are calculated in all three dimensions. User can select
material of each layer from a database of elements and common compounds, or define new
material. Because the original intended usage of the SRIM was to simulate ion implantation
in thin layers, only ions including protons (H+ ions) can be traced. The behavior of
neutrons, electrons or photons cannot be simulated using this tool.

2.8.3.2 Geant4

Geant4 [32] is a set of C++ libraries for simulation of particle transport and interaction in
matter. Relative to SRIM, Geant4 can take into account detailed setup geometry, wider
class of physical processes and extensive list of particle projectiles. The simulation traces
all primary and secondary particles, which have energy above certain value given by the
employed physics model. We use the QBBC physics list, which was originally developed
for radiomedical applications. Other models like PAI give similar results. The simulation
settings such as a geometry of the target, beam profile, projectile type etc. are described
in a C++ code. Simulation is performed by compiling and running the code. The user can
take all advantages of the programming language — create and call own functions, read
the state of the particle in any step etc.
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Related Work

The following chapter overviews different irradiation facilities and methods of beam mon-
itoring used in them. Several projects where tests of electronic components for devices
operating in increased ionizing radiation had to be made are also presented. Finally a brief
overview of fault mitigation techniques is presented.

3.1 Beam Monitoring

The on-line monitoring of proton beam intensity in other irradiation facilities (e.g. [60,
61]) is usually based on ionization chambers [62, 63, 64, 65, 66] or on scintillators and
pulse counting in case of very low fluxes [67, 68]. Placing the ionization chamber or a
scintillator into the beam route in front of the target is not an issue in facilities which
provide proton beams with energy over 100 MeV. The material of the ionization chamber
or a scintillator does not influence the resulting energy too much as well as the irradiated
target does not stop the particles and the scintillator can be placed also behind it. Other
method how to measure the flux is using a Faraday cup [69, 70, 71], which is an electrically
isolated conductive absorber, where all particles of the beam are stopped and their charge
is measured in a form of electric current. However, since the Faraday cup stops the beam it
can not be used in front of the target. Some facilities use the radiation sensitive film, which
is either monitored using a camera [72], or evaluated after the irradiation [73]. An Offline
method using activation foils [74, 75] is also possible, but it provides only an average flux
or integrated fluence, respectively. The usual uncertainty of the flux measurements in the
facilities described above is about 10–20 %. A setup for irradiation of ProASIC3 FPGA
at Northeast Proton Therapy Center (NPTC) in Boston, described in [76] is shown in
Fig. 3.1 to illustrate that the behavior of FPGAs in the radiation is of a common interest.
An overview of relevant irradiation facilities around the world is in [77].
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Figure 3.1: Setup for irradiation of ProASIC3 FPGA at Northeast Proton Therapy Center
(NPTC) in Boston. Picture taken from [76].

3.2 FPGA Radiation Testing

FPGA manufacturers test their products among others also for radiation induced errors.
Such tests are essential for devices, which are certified to be used in aircraft industry or
space applications, but are often done also for commercial-grade FPGAs.

Xilinx describes their testing process in [78]. These tests are focused mainly on radiation
in the common environment, where the low-intensity space neutron radiation is the most
significant. Several sets of tested FPGAs were put on various places around the world with
different levels of radiation background and SEUs were counted in them. To obtain enough
data for SEU cross section evaluation and to shorten the required time of the measurement,
each set contained hundreds of FPGAs. In total, about million device hours of operation
was measured. Another test was done using accelerated life testing (ALT) methods which
employed a high energy neutron source of known intensity and energy spectrum. Both
methods turned out to provide equivalent cross sections.

Other manufacturers such as Microsemi (formerly Actel) do similar tests (e.g. [79, 80])
mostly using ALT only. Manufacturer-independent tests [81, 82, 83, 84, 85] are performed
usually by users of the components — designers of final products intended to be used in
mid and high radiation environment.
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Similar issues regarding dependability of electronics in radiation environment that are
investigated within the ALICE ITS Upgrade project, have to be solved also by other
experiments in the field of experimental particle physics, e.g. [86, 83, 87, 88, 76]. In such
projects, both individual components and the final device are tested progressively during
the development process using ALT. Based on the results of each test, the next design
steps are adjusted to meet the required dependability criteria. The first task is to select
a suitable component, which will survive the total expected ionizing and displacement
damage dose without changing its performance characteristics. Another important factor
is a SEE rate, especially of potentially destructive events like latch-ups, whose rate has to
be negligible. Single event upsets are unavoidable in digital circuits, but it is preferred to
keep their number as low as possible. Based on their rate, a convenient design technique
to increase fault tolerance is usually used for critical parts of the design.

3.3 Fault-Tolerant Design Techniques

The choice of the right technique and scale of securing the design depends on the system
dependability requirements. Different methods are suitable for cases when

◦ the system can fail completely, but the fault has to be indicated within a defined
delay and (automatically) recovered in a given time,

◦ the function of the system can be interrupted and can stay not available for a given
time, preventing that wrong data appears on the output,

◦ the system needs to stay always on, synchronized and providing valid data words on
the output, but allowing that an acceptably small fraction of data content can be
wrong,

◦ or when both the function and the output need to stay correct all the time.

Selecting the proper technique depends also on how often faults occur and how many faults
may occur at the same time.

The most common technique to mitigate faults used in a complex systems is a Triple
Modular Redundancy (TMR) [89] together with the bitstream scrubbing or another type
of fault correction [90].

Bitstream scrubbing [91] is a technique used to detect and correct faults. It is based
on reading the content of the configuration memory periodically and searching for faults
in it. That can by done for example by comparing it with the golden bitstream, or if
the bitstream contains some error detection code by verifying that code. When a fault is
detected, the configuration can be reloaded partially or completely. Some FPGAs offer the
availability to repair the fault using an error correction code in the bitstream, thus it is
not necessary to store the golden bitstream for reloading. Scrubbing does not detect the
fault immediately, therefore using it alone is possible only in systems where presence of a
failure for a given time does not matter. The readout period and the time required for the
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correction defines the maximal time for which the fault will be present. If the bitstream
scrubber is implemented internally in the FPGA or in another way which is vulnerable to
faults, it is necessary to take the possibility of the scrubber failing into account.

If a failure of the system even for a short time is not acceptable, another technique,
usually a TMR, has to be implemented. The TMR utilizes three modules performing the
same function, but not necessarily in the same way. Their inputs are connected in parallel
and their outputs are connected to a voter, which compares them and selects the majority,
i.e. if one module gives a different result than the other two, it is considered faulty and not
used. At the same time, the module with a different output can be marked as corrupted
and its recovery can be initiated. The recovery has to be done before another fault occurs in
another module, because then the majority for the voter would be lost. The level on which
the TMR is used can differ from individual registers, over small functional blocks up to the
whole system. However, the TMR has also disadvantages. The most significant one is that
it requires more than three-times larger resources (area and power) than the unsecured
system, while the increase of the reliability is always lower than two times [89]. On the
other hand TMR provides a straightforward solution to increase system dependability and
there are several more or less automated tools to generate the TMR-secured design from
the non-secured one [92].

If the uninterrupted function of the system is not required and an immediate fault
detection but not correction is sufficient, duplex can be used. The concept is the same as
in the case of TMR, except that there are only two modules. When the output of the two
modules differ, the voter detects a failure, but can not determine which module is faulty.

Although more effective techniques of securing the design against faults exists [93], they
are not so widely used, since they often require more designer’s effort to implement them
and suitable automated tools are not available yet. They are often based on an encoding
which allows to detect if the output is correct or not, or even allows to correct errors in
the output word.
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NPI Infrastructure Extensions

Within the scope of the ITS Upgrade project, we have tested radiation hardness of different
electronic components and response of detector chips using the proton beam from the NPI
U-120M cyclotron. These experiments often required on-line measurement of a very low
beam currents. Standard procedures and tools used by cyclotron operators described in
Section 2.5.2.5 turned out to be unusable. Therefore, we developed a new method of
proton current measurement, which allows to perform an on-line measurement of proton
flux, fluence and dose accumulated in irradiated samples. The method works for fluxes
down to several fA. This chapter describes our approach in detail.

4.1 Target Setup for Proton Irradiation

Because of the easier availability, we work with the negative mode of the U-120M cyclotron.
In this mode, the beam is delivered to the area next to the machine. The space available for
an experimental setup is approximately 4 m long and 2–3 m wide. The maximal diameter
of the beam at the beam pipe exit window is limited by the exit window size of ≈ 16 mm.
Vertical beam position above the experimental hall floor is 121 cm and it should not vary by
more than few mm within the experimental area. On the other hand, the horizontal angle
of the beam axis is not always aligned in the same way and may differ between irradiation
campaigns. It depends on many factors, e.g. ion source position, energy of accelerated
particles or settings of the focusing magnets.

Since the area in front of the negative mode output is used also by other users (e.g.
radiopharmaceutical production, FNG), we needed to develop an experimental setup which
can be prepared elsewhere in advance and then easily transported to the experimental area
in a reasonably short time [A.4]. Figure 4.1 shows the logical connection of all basic devices
that we use for sample positioning and proton flux measurement. Figure 4.2 presents a
simplified sketch of our typical setup including the beam route from the beam pipe to the
irradiated sample.

To be able to scan the beam position at the target setup and to be able to adjust the
irradiated sample into beam center conveniently, we use a remotely controlled movable
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Figure 4.1: Logical connection of the components required for sample positioning and
on-line flux measurement in our basic irradiation setup.

Figure 4.2: Sketch of the beam route through absorber plates to the irradiated sample.
The sample, ionization chamber and a beam stop plate are mounted on a positioning
mechanism.
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platform (MCL cross table [94]). It is capable of moving in 2 axes (X and Y) in the range
of 10 cm in each axis with a step of 1 mm and high precision of the position repeatability. It
is mounted on a transportable stand and equipped with a set of adjustable aluminum bars,
used for attaching the irradiated sample. The cross table contains only mechanical parts,
stepper motors and limit switches. Its controller is placed in a separate case, connected
by 7 m long cables. The MCL stage can be controlled and monitored using a serial port
(RS-232). The controller is placed in the bunker under the cyclotron hall, shielded from
radiation. The stand with the irradiated sample is placed in the beam axis, 130 cm away
from the beam pipe exit window. It is a trade-off position, where the beam in the air gets
wide enough to ensure uniformity of proton distribution across the target, but at the same
time the energy loss of protons is still reasonably low (≈ 2 MeV).

The exact position of the beam and its profile is determined by the PTW Farmer 30010
ionization chamber described in Section 2.8.1. The ionization chamber is attached on the
moving platform next to the irradiated sample, but not covering it. The distance in the
transversal plane between the sample and the chamber for the particular setup is measured
before each irradiation. I have developed a laser aiming device for this purpose as well as for
the coarse positioning of the setup frame with the MCL cross table to the target position.
The laser beam points in the direction of the beam axis, which allows us to determine
the approximate position of the beam spot on the setup. After fixing the frame at the
approximate target position, we move the cross table such that the laser beam aims to the
center of the ionization chamber and we read its coordinates. Then the irradiated sample
is moved into the laser beam and coordinates are read again. The difference of these two
positions gives us the relative position of the sample and the ionization chamber with a
precision of at about 1 mm.

Once the cyclotron is tuned and the beam is extracted, we can start the procedure of the
beam profile scanning. Scanning is done by stepwise moving the whole target setup fixed to
the cross table through the beam along x and y axes respectively. In each step, the current
from the ionization chamber is measured. The measured beam profile is parametrized by
a Gaussian function, see Fig. 4.7. This gives us the coordinates of the cross table for a
position when the ionization chamber is in the center of the beam and also the information
on beam profile. From the known relative position of the ionization chamber and the
irradiated sample, we can determine the coordinates of the platform, when the irradiated
sample is in the center of the beam and move it there. When the sample is at the position
of the beam center, the ionization chamber measures the flux at the edge of the beam spot,
but since the profile is known, it is possible to recalculate the values to the flux in the
beam center.

To prevent that the sample is irradiated while the beam is being adjusted and scanned,
a pneumatically-controlled sliding aluminum beam stop plate can be inserted between the
irradiated sample and the ionization chamber. Another beam stopper is at the beam pipe
exit window, together with a set of energy degrader plates, which can lower the proton
energy and increase the transverse width of the beam if needed.

All equipment is controlled and monitored from one PC by software [95] based on
ROOT package [96]. It can automatically scan the beam profile and fit the Gaussian curve
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through the measured data points, monitor the beam intensity, calculate the dose obtained
by the sample and control the beam stoppers and degrader plates. The screenshot of the
software GUI is in Fig. 4.3. It logs all data for further analysis. In following subsections,
key parts of the setup and their operation are described in more detail.

4.1.1 Energy and Beam Profile Adjustment

Changing the energy of protons by tuning the cyclotron is a time-consuming process. It
requires adjustment of several parameters, e.g. the generator frequency, current to magnets
and tuning the resonator circuit for the new frequency. Then it takes some time until
all affected components reach new stable temperature and the beam intensity stabilizes.
Therefore we introduced a new energy degrader unit to simplify and speed up the process.

The idea of the energy degrader was inspired by a similar systems, which are being used
in other irradiation facilities. The energy degrader consists of a series of aluminum plates
of different thickness, which effectively slow down passing protons. By inserting the plates
into the beam trajectory, energy of protons is lowered correspondingly to the thickness of
the particular plate or their combination. The cyclotron can then always run with the
configuration for maximum energy and the energy degrader plates can be used to instantly
lower the mean energy of the beam. Useful side-effect of inserting the plates into the beam
is the increase of the beam width due to multiple scattering.

The energy degrader unit can be attached to the end of the beam pipe, just behind
the exit window. It has 5 positions for plates, which are easily exchangeable. I have
designed the degrader plates to be made of aluminum since it does not get activated by
long-lived isotopes when irradiated with the proton beam. In addition, aluminum provides
also convenient stopping power for 35 MeV protons when compared to copper which is
commonly used at facilities with higher beam energies1. A Comparison of the mean proton
beam energy reduction in Al and Cu is shown in Fig. 4.4.

Degrader plates are 0.5, 1, 2, 4 and 8 mm thick. The 8 mm plate serves as a beam stop,
which quickly shields the irradiated setup including the ionization chamber from the beam,
cf. Fig. 4.4. The other 4 plates are used to lower the proton energy. The order of plates
in the direction of the beam is: 8 mm (beam stop), 0.5, 1, 2 and 4 mm. Their position
(in or out of the beam) is defined by pneumatic drives, which are controlled remotely. By
combining them, we have the possibility to set up to 32 combinations, but not all are being
used now. The change of the beam energy as a function of the degrader plates configuration
was simulated using Geant4 and SRIM, see Fig. 4.5, Fig. 4.6 and Table 4.1.

The transverse profile of the beam for different configurations of the energy degrader
was measured using the ionization chamber. The beam was scanned along x and y axis in
steps of 10 mm. Figure 4.7 shows the measured values of ionization chamber current Ich

1Copper provides quite high stopping power for protons, but the big disadvantage of the material is
that proton-induced nuclear reactions produce radioactive 65Zn with a half-life of 244 days and 62Zn with
a half-life of 9 hours. Thus the plates stay radioactive for quite a long time, which is not convenient when
handling them after the irradiation.
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Figure 4.3: Screenshot of the control and monitoring software. Left-hand side part is
for the position and energy degrader/beam stopper control, middle for the beam profile
scanning and in the right-hand side part are controls for the beam monitoring.
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Figure 4.4: Comparison of mean proton energy in copper and aluminum as a function of
traversed distance simulated by Geant4. Initial proton energy was 35 MeV.
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Optional degrader plates [mm]
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Beam

Figure 4.5: Geometry of the simulated setup with energy degrader. Protons fly through
the setup from left to right. After being emitted by a proton source, marked by a red dot,
protons first traverse the beam pipe exit window, then pass the optional configuration of
degrader plates and finally fly through air until they reach the target plane.

Degrader Geant4 SRIM
thickness σd E σE σd E σE

[mm] [mm] [MeV] [MeV] [mm] [MeV] [MeV]
0 10.6 32.3 0.12 9.6 32.0 0.12

0.5 19.9 30.3 0.17 15.5 30.1 0.18
1.0 25.1 28.2 0.20 20.2 28.1 0.21
1.5 31.2 25.8 0.24 25.0 26.0 0.25
2.0 34.0 24.1 0.27 29.2 23.8 0.30
2.5 40.2 21.4 0.32 34.0 21.3 0.35
3.0 45.6 18.6 0.37 39.1 18.6 0.40
3.5 52.7 15.2 0.45 45.2 15.6 0.50
4.0 55.8 11.6 0.55 49.5 12.0 0.61
4.5 67.3 6.0 0.91 58.7 7.2 0.91

Table 4.1: Results of Geant4 and SRIM simulation of the experimental setup shown in
Fig. 4.5. For a given configuration of degrader plates we quote corresponding mean proton
energy in front of the target (E), proton energy resolution (σE) and the mean width of the
beam profile in transverse plane (σd). Initial proton energy is 34.5 MeV. The parameters
σd and σE represent a standard deviation of the Normal distribution, fitted on the results
of 100 000 simulated trials. The corresponding energy spectra are also plotted in Fig. 4.6.
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Figure 4.6: Energy spectra of protons at the target plane for different degrader configura-
tions simulated by Geant4. The initial beam energy is 34.5 MeV.

as a function of spatial coordinate. Data were fitted with the Gaussian function

Ich(ξ) = A× exp

(
−(ξ − µ)2

2σ2

)
(4.1)

where ξ stands for the coordinate of the x or y axis along which the scan was performed,
A is the value of ionization chamber current in the beam center, σ represents the beam
width and µ is the coordinate of the beam center for the given axis.

The chamber measures the mean value of the current density over its cross section.
Because of the asymmetric shape of the ionization chamber (≈ 21 mm× 6 mm) we did not
know how much the measured beam profiles are distorted. Therefore a cross-check mea-
surement of the beam profile was made using the Timepix detector. For the measurement,
the degrader configuration with no plates in the beam was used. In such a configuration
the beam width is the most narrow and it is expected that the effect of distortion is the
most significant. Moreover, beam profile fits the area of the Timepix detector, so it can be
captured without moving the detector and composing multiple images. For the reconstruc-
tion of the beam profile from Timepix, we used the fact that protons passing through the
Timepix detector deposit so much energy, that it spreads across several neighboring pixels,
creating a so-called cluster. Only clusters consisting of at least six pixels were marked
as a proton hit. Smaller clusters were considered to be noise. Figure 4.8 shows both in-
dividual proton clusters in one captured frame and an integrated distribution of proton
hits over the whole measurement. Figure 4.9 presents the distribution of proton cluster
centroids along x and y axis together with the fitted Gaussian function. Extracted width
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Figure 4.7: Transverse beam profiles measured with the ionization chamber along the x
axis (left) and y axis (right) direction for different configurations of the energy degrader.
Data are fitted with (4.1).

Figure 4.8: Beam profile as seen by the Timepix detector. Left: A single snapshot 1 ms
frame of the beam, where individual proton clusters can be seen. Right: Data integrated
from a series of snapshots. The color of each pixel represents how many times it was a
part of a proton cluster.
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Figure 4.9: Beam profile as seen by the Timepix detector.
Distribution of proton cluster centroids on the Timepix chip in the x (left) and y (right)
direction. The data are fitted with a Gaussian function. The known size of a Timepix pixel
(55 mm) enables to convert the extracted beam width dimensions from pixels to millimeters.
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Figure 4.10: Beam profile width for different degrader thickness measured using ionization
chamber. For the configuration without degrader plates in beam (0 mm), the profile was
measured also using Timepix.
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of the beam profile measured by Timepix agrees with the one, obtained by the ionization
chamber measurement, see Fig. 4.10.

It can be concluded that even for the most narrow beam profile the ionization chamber
gives a good projection of the beam profile dimensions and the effect of distortion is up
to 1 mm only. For the wider beam profiles this effect can be neglected. Procedures of the
Timepix data measurement and data evaluation are described in [97].

4.1.2 Flux Measurement

The on-line proton flux monitoring is based on the current measured by the ionization
chamber. The chamber is designed and calibrated to measure gamma and electron radiation
level in air or in phantom material [98]. In order to convert the measured current to
proton flux, it was necessary to perform our own calibration measurements and verify
linear response of the chamber as a function of the beam intensity. The desired output
of the calibration process is a relation between the current in the ionization chamber Ich

provided by the UNIDOS dosimeter and the proton flux F to which the chamber is exposed.
In the regime of small proton fluxes, it is possible to measure the flux directly using the

Timepix detector and counting individual protons in each captured frame. The minimum
Timepix acquisition time of 1 ms, limits the maximal proton flux, for which it is possible
to distinguish between individual protons in captured data. When proton flux is too
high, clusters will start to blend. During the experiment, it was found that the limit for
measuring proton flux using Timepix is approximately 105 cm−2 s−1. The setup, we used
for the calibration, can be seen in Figure 4.11.

For each degrader configuration, a series ≈ 1000 of frames was captured by the Timepix
detector at the beam center. Frames are assumed to be distributed randomly through
the period of the cyclotron filling scheme. The current from the ionization chamber was
measured simultaneously. In each frame, proton clusters were identified and counted.
From the known acquisition time of each frame Tf = 1 ms, the number of detected protons
Np in all frames, the number of frames Nf and the area of the Timepix detector chip
St = 1.982 cm2, the proton flux F was calculated as:

F =
Np

Nf × Tf × St

. (4.2)

Figure 4.12 shows the correlation between the ionization chamber current Ich measured
at the beam center and the corresponding proton flux F measured using Timepix. The
measured dependence is clearly linear, which allows to parametrize it as

F = k × Ich , (4.3)

where k depends on the proton energy, thus on the degrader configuration. Similar relations
obtained for other degrader configurations are shown in Fig. 4.13.

The validity of (4.3) relation for higher Ich was then verified using an independent
method, which measures the proton flux by means of activation of copper foils. From the
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Figure 4.11: The experimental setup used for calibration of the ionization chamber by
means of Timepix. Picture on the left shows the setup mounted on the movable X–Y cross
table in front of the beam pipe terminated by the energy degrader. Cables from the setup
run through the hole in the floor into the bunker. The right-hand side picture shows a
detail of the ionization chamber and an 8 mm thick aluminum shielding plate, covering the
Timepix detector electronics, with a window for the Timepix detector chip only.

Figure 4.12: Correlation between the ionization chamber current Ich and the corresponding
proton flux F measured using Timepix, fitted with a linear function F = k× Ich (red line).
The embedded figure compares the measured relation between Ich and F from activation
foils with the extrapolated calibration curve obtained with Timepix. [99]
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Figure 4.13: Proton flux versus ionization chamber current for different degrader configu-
rations. The initial proton energy was 34.8 MeV, target was placed 130 cm away from the
beam pipe exit window. Proton flux was measured using the Timepix detector. As the
material budget placed to the beam increases, protons get slower and their ionization loses
increase. Therefore the k factor gets smaller. Quoted errors are statistical only.

measured yields of reactions natCu(p,X)62Zn and natCu(p,X)63Zn and from the known cross
section we calculated the flux. The resulting relation between the flux obtained using the
activation foils method and ionization chamber current in the range of tens of nA is shown
in the embedded figure in the top left part of Fig. 4.12. For even higher ionization chamber
currents above 100 nA, activation foils indicate that the linearity is lost, see Fig. 4.14. This
is a sign of a saturation effect in the ionization chamber.

Based on the presented data, we can say that the ionization chamber current is linearly
dependent on the proton flux up to 100 nA. That fully covers the range of fluxes that are
of our interest.

An approximate estimate of the k parameter value can be also obtained on the basis of a
simple Geant4 simulation. The simulation calculates the mean energy deposited by protons
in the working gas of the ionization chamber placed 130 cm away from the beam pipe exit
window for initial proton energy 34.8 MeV. From the deposited energy Edep it is possible to
estimate the mean number of created electron-ion pairs by dividing the deposited energy
by the mean value required to create one pair in the air, which equals w = 34 eV. If we
further consider that the chamber has a cross section A, which is exposed to spatially
uniform proton flux F , then the number created electron-ion pairs N will be

N = F × A× Edep

w
. (4.4)

The ionization current will be formed mainly by electrons due to their higher mobility.
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Figure 4.14: In the top part we can see the extrapolated parametrization F = k × Ich

from the Fig. 4.12 and the measured correlation between higher values of the ionization
chamber current Ich and proton flux F measured using activation foils. The bottom panel
shows the ratio of the flux measured by the activation foil method to the extrapolated
parametrization obtained using Timepix (red curve) in the upper panel. Credit: [99].

Since each electron carries elementary charge e = 1.602× 10−19 C, the resulting ionization
current will be

Ich = e× F × A× Edep

w
. (4.5)

Using 4.3 we see that

k =
w

Edep × e× A
. (4.6)

For the initial proton energy of 34.8 MeV and no energy degrader plate in the beam,
the mean energy loss in the ionization chamber is 7.956 keV. The corresponding calculated
calibration factor k equals 1.78 × 1016 [A−1 cm−2 s−1]. This value is in a good agreement
(12 %) with the k obtained from the measurement, providing us with confidence that
simulations give realistic description of the setup. For lower energies, the agreement is
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even better. A comparison of the simulated and measured k factors is in Tab. 4.2. The
estimated uncertainty of the flux measurement is about 15 %.

Degrader p energy k
thickness at target Edep N [cm−2 s−1 pA−1]

[mm] [MeV] [eV] simulated measured
0.0 32.3 7 956 233 17 845 15 873
0.5 30.3 8 414 247 16 848 16 011
1.0 28.2 8 955 263 15 853 15 189
1.5 25.8 10 090 288 14 445 13 946
2.0 24.1 10 550 310 13 415 12 971
2.5 21.4 11 950 352 11 839 11 463
3.0 18.6 14 150 413 10 076 10 324
3.5 15.2 18 600 519 8 022 8 336
4.0 11.6 23 470 685 6 073 6 164

Table 4.2: Comparison of the calibration factors k for different degrader configurations,
calculated from simulated data and obtained from the Timepix measurement. Edep is the
mean energy deposited by one proton in the ionization chamber and N is the mean number
of electron-ion pairs created in the ionization chamber by one traversing proton. Both Edep

and N values are based on Geant4 simulations.

4.1.3 Estimation of the Energy Loss in Target Silicon Chip

When testing radiation hardness of silicon chips, it is essential to know the dose absorbed
in the irradiated chip. The dose D absorbed by the chip can be calculated from the chip
area a, proton fluence Φ, mean energy deposited in silicon die Edep by one proton, proton
(elementary) charge e, silicon density ρSi and chip thickness x:

D = a [cm2]× Φ [cm−2]× Edep [eV]× e [C]

ρSi [kg/cm3]× a [cm2]× x [cm]
=

= Φ× Edep × e
x× ρSi

[J/kg = Gy].

(4.7)

To get the dose in rad, we can simply multiple the value of D in gray by 100, since
100 rad equals to 1 Gy.

We can see from the equation above, that D is independent of a, provided that the
fluence is homogeneous across the chip. Yet the formula requires as an input the thickness of
the chip and the corresponding mean energy loss Edep. We will now make two assumptions,
leading to a simpler prescription for dose:

1) The proton stopping power S equals to linear energy transfer LET .
This allows us to calculate the energy transfered into the chip material as a difference
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4.1. Target Setup for Proton Irradiation

of proton energies when entering the chip and when leaving it. The most significant
component of a difference between S and LET is the radiative energy — bremsstrahlung.
The loss by bremsstrahlung can be neglected for protons with energy below 50 MeV [23],
since relative to other types of energy loses its contribution is less than 0.01�. Thus we
can safely consider S = LET .

2) The LET is constant along chip thickness x.
We know from the description of proton interaction with matter in Section 2.2.2, that the
proton stopping power increases as the proton slows down, i.e. the energy deposition is not
linear along the proton trajectory, see Fig. 4.15. But if we assume that the mean proton
energy loss Edep grows linearly with the increasing chip thickness x, we can use a constant
LET parameter for the particular material (Si):

LET =
dEdep

dx
=
Edep

x
. (4.8)

This approximation is valid for thin layers (. 1 mm) and proton energies & 25 MeV only.
From (4.7) it follows:

D = Φ× LET × e
ρSi

[Gy] . (4.9)
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Figure 4.15: Mean energy of a proton as a function of a trajectory length in silicon. A
result of Geant4 simulation.

Now, lets have a look on how big error was made by the assumption that LET is
constant. Table 4.3 shows proton energies when entering and leaving a silicon die. The
thickness of the die ranges from 50 mm to 1 mm. The simulation is made for a chip covered
by a 500 mm thick package. The energy of a proton entering the package corresponds to
the mean proton energy at the target area and is taken from the Table 4.1. The simulated
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material of the package is Bismaleimide Triazine (BT) Resin [100] with density 1.16 g/cm3

and empirical formula C1H1O1N1 [101]. Chip material is simulated as a pure silicon.

Degrader Mean proton energy E [MeV]
thickness when entering when leaving Si die (die thickness)

[mm] package Si die 50 mm 300 mm 500 mm 1000 mm
0 32.0 31.0 30.8 30.0 29.3 27.5

0.5 30.1 29.1 28.9 28.0 27.3 25.4
1.0 28.1 27.1 26.9 26.0 25.2 23.2
1.5 26.0 24.9 24.7 23.7 22.9 20.6
2.0 23.8 22.5 22.3 21.2 20.3 17.8
2.5 21.3 20.0 19.8 18.5 17.5 14.7
3.0 18.6 17.1 16.8 15.4 14.3 10.9
3.5 15.6 13.8 13.5 11.8 10.3 5.4
4.0 12.0 9.7 9.3 6.9 4.4 0.0
4.5 7.2 3.1 2.0 0.0 0.0 0.0

Table 4.3: Mean energies of protons when entering the silicon chip covered by a 500 mm
thick BT resin package and when leaving it. Die thickness and degrader configuration were
varied. The setup geometry with 130 cm of air between the degrader and target, shown in
Fig. 4.5, was used. Initial proton energy was 34.5 MeV. Data are based on 10 000 runs of
SRIM simulation.

Table 4.4 shows the average proton LET for different die thickness and degrader plate
configuration calculated. Values are based on the data from Table 4.3. It also shows the
average proton LET for the chip package. The last column gives the maximum relative
error which we make if we use the average value of LET in 500 mm thick chip as an estimate
of LET for chips having thickness between 50 mm and 1 mm. We can see that for proton
energies above 25 MeV the relative error stays below 5 %. This error gets however larger
as proton energy gets smaller.

The same principle of average LET as for the silicon chip was used to assess the energy
loss in the package. The assumed 500 mm thick package is the lowest estimation. The real
package is likely to be thicker, so the energy loss in it can be expected to be greater.

4.2 Target Setup for Neutron Irradiation

We use a similar concept of the setup in case of neutron irradiation with a beam from
FNG as for the proton irradiation. So far, we have used only the neutron source based on
p-Be reactions, providing neutrons with energy spectrum ranging from 0 to 35 MeV and
mean energy 14 MeV, see Section 2.6. The 1.5 m long FNG apparatus is attached at the
end of the cyclotron negative mode beam pipe. Neutrons are generated from the beryllium
target at its end and are emitted homogeneously in the direction away from the machine.
The primary proton current hitting the FNG is high enough to be monitored by measuring
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Degrader Proton [MeV] Average LET [keV/mm] Max.
thickness when entering in in Si die having thickness of relative

[mm] package Si die package 50 mm 300 mm 500 mm 1000 mm error
0 32.0 31.0 1.91 3.33 3.37 3.41 3.49 2.4 %

0.5 30.1 29.1 2.01 3.51 3.54 3.60 3.69 2.7 %
1.0 28.1 27.1 2.13 3.73 3.77 3.81 3.94 3.2 %
1.5 26.0 24.9 2.27 3.97 4.03 4.10 4.25 3.7 %
2.0 23.8 22.5 2.45 4.30 4.39 4.46 4.68 4.9 %
2.5 21.3 20.0 2.69 4.74 4.84 4.94 5.26 6.4 %
3.0 18.6 17.1 3.02 5.34 5.53 5.70 6.23 9.4 %
3.5 15.6 13.8 3.54 6.32 6.66 6.99 8.35 19.6 %
4.0 12.0 9.7 4.52 8.37 9.30 10.53 ∗ >20.5 %
4.5 7.2 3.1 8.19 21.96 ∗ ∗ ∗

Table 4.4: Average LET values of a proton in the package and in the silicon chip for
different die thickness and degrader configuration influencing the mean energy E of the
incoming proton. The last column gives a maximum error if a value of LET in 500 mm
thick chip is used for a chip of thickness between 50 mm and 1 mm. Data are based on
Table 4.3.
∗: The proton was completely stopped before reaching the end of the die. Thus the average
LET value for this thickness would not make sense.

the current from the stripping foil. The dependence of the emitted neutron flux on the
primary proton current is linear [53], but might change in the long-term due to aging of
the beryllium target.

4.2.1 Initial Calibration Measurement

A set of activation foils was placed at the position 156 mm away from the FNG during the
irradiation. They were used to determine the total neutron fluence during the irradiation
ex post, using the activation analysis method [54]. Again our ionization chamber was used
to monitor the instantaneous flux on-line. Neutrons do not ionize directly, they have to
interact with another particle or an atomic nucleus to emit a directly ionizing particle such
as a or proton. Because neutrons do not have an electric charge, they are not influenced by
electric forces and the only way they can interact is via a nuclear reaction. Thus the current,
which can a neutron passing through a ionization chamber induce, is much smaller when
compared to a proton, and is practically non-measurable. It is therefore appropriate to
supplement the chamber with a piece of material, where neutrons can interact and produce
directly ionizing particles, to increase the ionization current. The ionization chamber was
thus used inside its protective cover made of PMMA.

The target setup with the ionization chamber in its PMMA cover was placed in four
different positions successively. In each position, response of the chamber was measured for
several values of the primary proton current. The dependence of the measured ionization
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Figure 4.16: Ionization chamber current as a function of the primary proton current for
different distances from the FNG. Data are parametrized with first order polynomials.
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chamber current on the primary proton current was found to be linear in each of the four
positions, see Fig. 4.16. The neutron flux should decrease with the square of distance from
FNG, assuming the Be target as a point-like source of neutrons. This is supported by
Fig. 4.17 where we show the ratio of Ich to the primary proton current as a function of
the distance from FNG. The data is well approximated with the inverse square distance
dependence. Based on Fig. 4.16 and Fig. 4.17 we can claim that the ionization chamber
response to the incoming neutron flux is linear.

The profile of the neutron beam was found to be homogeneous within the range of the
moving platform — potential variations in the measured ionization current were under the
resolution of the measuring device.

The activation foils were analyzed by the FNG group. They found that the ratio of
neutron flux in the position 156 mm from the FNG Fneutron|156 to the primary proton
current Ip over the whole irradiation time was

Fneutron|156

Ip

= 2.04× 1014 [cm−2 s−1 A−1] . (4.10)

This value differs by a factor of 1.06 relative to the value, which was determined by the
same method three years earlier [53]. Based on the data in Fig. 4.17, I found that the
corresponding ratio of the ionization chamber current Ich to the primary proton current Ip

at 156 mm from the FNG is
Ich|156

Ip

= 1.05× 10−4 . (4.11)

Thus, the calibration factor k for the neutron flux in any distance from the FNG equals

k =
Fneutron|156

Ich|156

= 1.94× 1018 [A−1 cm−2 s−1] , (4.12)

where Fneutron is the neutron flux and Ich is the ionization chamber current.
The measured value of k is approximative only and its estimated systematic error is

about 20 %. Multiple measurements would be needed to obtain more precise value. The
measurement has shown that it is possible to use FNG as a neutron source to irradiate
electronics and at the same time have a reasonable on-line monitoring of the neutron flux
using the same tools which are utilized for monitoring the proton flux.

4.3 Target Setup for Gamma Irradiation

The target setup for gamma irradiation was a simple stand holding a circuit board with
irradiated FPGA, see Fig. 2.29. The 60Co source apparatus described in Section 2.7 has
a possibility of target alignment using an optical aiming director. Moreover, the gamma
beam is wide enough to cover uniformly the whole board, thus the precise positioning is
not crucial. The radiation was monitored using the ionization chamber again. Decrease of
the source activity with the time is only minor and is apparent on the bottom margin of
the ionization chamber resolution after at least ≈ 1 hour exposition.
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The activity of the 60Co source was measured on 23rd April 2014 and was found to be
123.4 TBq. Its activity decreased to 106.9 TBq by the date of our measurement (8th June
2015). This was estimated from

Am = Ac × exp

(
− ln(2)

T1/2

× (tm − tc)
)

[Bq] , (4.13)

where Am is the activity at the time tm, Ac is the activity in the moment of calibration
tc, and T1/2 is a half-life of 60Co.

One decay of 60Co emits two photons, one with an energy of 1173 keV and one with
energy 1332 keV. Assuming that the 60Co source can be approximated as a point-like source,
the gamma flux drops with the distance squared. We can calculate the flux Fg of photons
with a mean energy of 1173+1332

2
keV at the distance r from the activity Am and the mean

number of g particles emitted in one decay n as:

Fg = Am × n×
1

4π × r2
[cm−2 s−1] . (4.14)

For 60Co we took n = 2.
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Chapter 5

Dependability and Characterization
Measurements

This chapter describes our approach in the methods of measuring radiation related de-
pendability parameters of FPGAs and ALPIDE chips as well as measurements required to
characterize the behavior of the ALPIDE prototype detectors in the proton beam. A new
method of measuring a SEU cross section in the configuration memory and DFFs of any
FPGA was developed and tested using beams of protons, neutrons and gammas.

5.1 SEE in FPGAs

A common way of detecting SEUs in FPGA is using the bitstream readout, which can be
described as follows. Any valid bitstream is loaded into the chip and read out periodically
during the irradiation. By comparing the original (golden) bitstream with the one which
was read out, it is possible to determine the exact number of faults in the configuration
memory within the period between loading the bitstream and reading it back. However,
this method is usually not able to detect faults in DFF, since their actual content is typically
not a part of the bitstream.

The only way to detect a fault in the chips which do not have the possibility to read the
bitstream back is by observing an output of the loaded circuit. Because such chips were
also required to be tested, I have designed and developed a method how to detect faults
also in FPGAs without the bitstream readout possibility.

5.1.1 Testing Circuit Design

My design of the testing circuit [A.7, A.5] is optimized to be used on FPGAs with a LUT
and a DFF in one logic cell, as it is shown in Fig. 2.1. It can, however, be used for other
FPGA architectures as well. The only requirement is, that it is possible to select the initial
value of each flip-flop in the FPGA upon reset.

71



5. Dependability and Characterization Measurements

The schematic connection of the testing circuit for a 4-input-LUT-based FPGA is shown
in Fig. 5.1. It is a long circular shift register, or a pipeline, which has no input and just
one output. Its data word width is equal to the number of LUT inputs in a given FPGA.
Every stage of the pipeline is identical and performs a conversion of data word between
two encodings. The conversion C has the feature, that if it is applied twice on the word x,
the output of the second conversion equals the input of the first one:

C (C (x)) = x . (5.1)

The stage performing the conversion consists of i functions of i variables, one for each
bit of the code word, performed by exactly one LUT. Functions have to be irreducible to
force the synthesis tool to use all inputs of the LUT. An example of a possible conversion
function for 4-input LUTs is given in Table 5.1. By applying a trivial test1 to all LUTs,
all their bits are tested.

1 2 3 4

...n-2n-1n

A B C D

output

LUT DFF

LUT DFF

LUT DFF

LUT DFF

Ain

Cin

Din

Bin

Aout

Bout

Cout

Dout

Figure 5.1: Right: Schematic connection of the testing circuit pipeline for 4-input LUTs.
Left: A detail of one stage. All stages are identical and each of them completely occupies
4 LUTs. Each of these LUTs is evaluating one bit (A, B, C or D) of the next code word
to be stored in the corresponding DFFs.

Let us suppose that the pipeline has n = 2i stages. Since it is i bits wide, every stage
occupies i LUTs and i DFFs. The whole pipeline thus occupies 2i × i LUTs and the same
number of DFFs. We can pre-load the data words into the pipeline by selecting the initial
values of all DFFs. These data words will be shifted by one stage every clock cycle, while
their encoding will alter between the two used codes. Since the pipeline is circular, data
will circulate in the pipeline forever. If we pre-load the data in such a way, that they
can be observed at the output as a sequence of all 2i possible values, a complete trivial
test of all used LUTs will be performed in n + 2i clock cycles. To make the evaluation

1A trivial test is a sequence of 2i input vectors, which contains all possible combinations of i input
variables.
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In Out In Out In Out In Out
0000 ↔ 1001 0100 ↔ 0011 1000 ↔ 1011 1100 ↔ 0110
0001 ↔ 1010 0101 ↔ 0111 1001 ↔ 0000 1101 ↔ 1110
0010 ↔ 1111 0110 ↔ 1100 1010 ↔ 0001 1110 ↔ 1101
0011 ↔ 0110 0111 ↔ 0101 1011 ↔ 1000 1111 ↔ 0010

Table 5.1: Example of an irreducible conversion function C for testing 4-input LUTs,
fulfilling the requirement that C (C (x)) = x.

easier, the preloaded data create a Gray code [102] sequence at the output, see Fig. 5.2.
By comparing the real output to the expected one, we can determine, whether the circuit
is working correctly or not. The evaluation of the output will be described later together
with a method that distinguishes between errors in DFF and configuration memory. The
designed circuit is sensitive to all faults in all used LUTs and DFFs. The coverage of
the routing network configuration and other configuration bits is not well defined though.
However, no circuit can utilize 100 % of the FPGA resources, nor be sensitive to faults
on all configuration bits. According to [103], only 5 % of SEUs in the FPGA will have an
effect on the circuit behavior in an average design. In the worst case it should never exceed
10 %.

Figure 5.2: Output of the testing circuit. The waveform between the red lines represents a
trivial test of LUTs and DFFs in one stage in the Gray code. The characteristic property
of the Gray code is that only one bit changes in consecutive data words. Each word is
marked with a number 0–15.

We will describe how to fill the whole FPGA with the testing circuit now. If the number
of available logic cells in the FPGA is a multiple of 2i × i, the above mentioned 2i stages
long segment can be simply copied one by one until it fills the whole chip with the circuit.
Otherwise one incomplete segment has to be added. The last stage in this incomplete
segment has to perform a different function, replacing the missing stages. This will ensure
the consistent output flow. In some cases, depending on the particular function it performs,
this stage might not be sensitive to all faults in LUT content.

If the number of logic cells is not divisible even by the number of LUT inputs i, remain-
ing logic cells (less than i cells) will not be used at all. In all cases, the sequence length
needed to test all stages will be equal to n + 2i, where n is the number of pipeline stages
and i is the data word width corresponding to the number of LUT inputs.
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The proposed testing circuit allows to distinguish between a fault in the DFF, or in the
configuration memory, provided that the mean fault rate is much lower than the period of
the whole pipeline turnaround. The principle of distinguishing between faults in different
parts of the FPGA can be following:

◦ If the observed sequence contains one wrong word only, it originates from a single fault
in DFF. Since the pipeline is circled, it appears again after the pipeline turnaround
period, otherwise it was an error in communication with the evaluating device. The
error disappears when the DFFs in the circuit are reset to the initial state. The
bitstream does not need to be reloaded.

◦ If one wrong word repeats with the period of one segment length (2i), its source is a
single fault in a LUT content. Bitstream reload is required to correct the error.

◦ If there are more wrong words in the output sequence repeating with the same 2i

period, multiple faults in the configuration memory have occurred. Bitstream reload
is required to correct the error.

◦ If the output is continuously wrong or errors repeat with a different period than 2i,
a fault corrupting the clock distribution network, creating a loopback on a routing
network or some other serious fault has occurred. Bitstream reload is required to
correct the error.

It should be possible to change the size of the fault-sensitive part of the configuration
memory, used for routing and interconnections by constraining the placement of logical
blocks in an FPGA, e.g. by means of a design tool. If the blocks are placed as they
logically follow, the utilized interconnection resources are very low, so the circuit should
be less sensitive to faults in it. On the other hand, if following blocks are placed far away,
their interconnections utilize a large portion of the routing network, making the circuit
more sensitive to faults. An estimate of SEE cross section corresponding to the routing
network could be made by comparing error rates for both cases. However, this technique
has not been tested yet.

5.1.1.1 Evaluation Device

The output of the testing circuit has to be evaluated in another device because the testing
circuit utilizes the whole FPGA. It is of course possible to make the testing circuit smaller
and to place the evaluation device (ED) into the remaining space of the same FPGA. Then
the fault coverage is lower and there is a risk of ED failing due to a SEE. Hence, I used an
external ED for our tests. The output of the tested FPGA was converted to differential
signals using external LVDS drivers and sent through twisted-pair cables to a remote ED.
There it was automatically evaluated and the number of detected failures was counted. The
ED was based on the Digilent Spartan-3 Starter Board [104], equipped with the XC3S200
FPGA, to which a custom made external communication board with differential receivers
and transmitters was connected, see Fig. 5.3. It received the output from the tested device
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and compared it to the expected predefined sequence. For timing synchronization the
characteristic property of the Gray code was used — two subsequent words differ in one
bit exactly. Thus the phase-locked loop at the receiver side was synchronized each time an
input bit changed within the allowed time window. If it changed outside that window or an
unexpected bit was changed, a fault was detected. The ED was able to automatically reset
the tested device or reload its configuration remotely, so the automatic fault distinguishing
mechanism could be implemented into it using the methods described in the previous
subsection. It counted the number of detected faults separately for each category and sent
logs into the connected PC via a serial line.

Figure 5.3: Digilent Spartan-3 Starter Board (right-hand side) connected to a custom-
made communication board with differential transmitters and receivers and 4 connectors
for twisted-pair cables (left-hand side). One device was used for evaluating the SEE in a
tested FPGA and the second as a DUT in tests of the Spartan-3 FPGA.

5.1.2 SEE Measurements

First we will describe an experimental lay-out which was used for SEE cross section mea-
surement and show the raw results. Later, in the Section 5.1.4, we will discuss the results.
The proposed test methods were verified using the SRAM-based Xilinx Spartan-3 fabri-
cated using 90 nm technology as the device under test (DUT). I used the same type of
the Digilent Spartan-3 Starter Board, equipped with the XC3S200 FPGA, as was used
for the evaluation. To reduce the risk of failure in other components on the board due to
radiation, the board was shielded with an 8 mm thick aluminum plate with a hole for the
tested FPGA chip only, see Fig. 5.4.
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Figure 5.4: The target setup for irradiation of the Spartan-3 chip. The circuit board
is shielded with an aluminum plate with a hole in the place of the tested FPGA. The
ionization chamber, which measured proton flux, is attached below the hole.

5.1.2.1 Measurement of SEE Cross section for Protons, Neutrons and Gammas

The DUT was exposed to proton beam provided by the NPI cyclotron in the first series
of experiments. Energy of the protons was varied using the degrader unit. The DUT was
placed 130 cm from the beam pipe exit window. I present the measured cross sections of
SEE in configuration memory and in DFFs, respectively, calculated according to (2.18)
in Fig. 5.5 and in Fig. 5.6. The corresponding number of sensitive bits used for the cross
section calculation was exactly 3650 for DFFs and it was estimated to be 500 000 for the
configuration memory. Data show a clear rise with the energy with a possible onset of
saturation around 20 MeV. The quoted error bars give a statistical uncertainty for cross
section and a variance for proton energy.

A similar measurement was carried out also using neutron beam generated by FNG
with the Be target. The mean energy of the neutron beam was 14 MeV and its energy
spectrum shown in Fig. 2.28 was reaching up to 34 MeV [54]. The DUT was placed at
329, 629 and 947 mm from the FNG. In each position the cross sections was constant, and
the fault rate correspond to the neutron flux intensity dependence on the square of the
distance from the FNG. The corresponding average cross section is quoted in Fig. 5.5 and
5.6 and is comparable with the proton data. Used particle fluxes varied from approx. 106

to 108 cm−2 s−1 both for neutrons and for protons. Results are published in [A.3].

The SEE measurement was performed also with the NPI 60Co gamma source, described
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Figure 5.5: Measured SEE cross sections for configuration memory of Spartan-3 (XC3S200)
FPGA using proton beam of various energies and neutrons from the FNG with the mean
energy of 14 MeV. The estimated number of memory bits used in the configuration memory
was 500 000.

Figure 5.6: Measured SEE cross sections for DFFs of Spartan-3 (XC3S200) FPGA using
proton beam of various energies and neutrons from the FNG with the mean energy of
14 MeV. The number of used DFFs was exactly 3650 — all available in the FPGA.
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in Sec. 2.7. The first measurement was performed in the distance of 1000 mm from the
gamma source and took 4046 s. Then the distance was set to 500 mm and the measurement
continued for 8876 s. The activity of the 60Co source was 106.9 TBq. The obtained ionizing
dose during the measurement was approximately 13 krad. There was no SEU observed in
this case, up to the gamma (photon) fluence of 6.7× 1013 cm−2. Thus the estimated upper
limit of the cross section on 60Co g is approximately 4 × 10−18 cm2 bit−1 for DFF and
3× 10−20 cm2 bit−1 for the configuration memory.

5.1.2.2 SEE rate vs. Clock Phase

Measurement of transient events in FPGA has not been described in literature to our
knowledge yet. I proposed a setup to study a potential transient events, which is illustrated
in Fig. 5.7. We were able to affect at which phase of the clock cycle protons arrive to
the chip using this setup. Transient events should be seen at most when protons arrive
close to the clock edge and they are captured by the following DFF. If protons arrive too
early, transient events are likely to subside. I can also imagine, that the increased power
consumption at the time of a clock transition might influence also the sensitivity of memory
cells to a SEU, for example if the power supply voltage locally drops due to the increased
current consumption and the energy required to change the state of the memory cell lowers
for a while.

The cyclotron provided protons with energy 34.8 MeV during this measurement. The
setup with the SRAM-based XC3S200 FPGA was placed in the usual position, 130 cm
away from the beam pipe exit window.

The output of the cyclotron radiofrequency generator was brought out and connected
to the synchronization and trigger input of the Agilent 33250A function generator [105].
The function generator was set to the same frequency as the cyclotron RF generator, with
the possibility to adjust their relative phase. Its output was used as a clock input of the
DUT which then run on the same frequency as the cyclotron. The rest of the connections
were the same as in the standard setup, see Fig. 4.1.

I used a scintillator coupled with a photomultiplier (PMT), placed next to the tested
FPGA, to measure the relative delay on all signals and in the acceleration process and to
determine the zero phase shift. Proton passing the scintillator generate photons, which
were registered by the photomultiplier. The maximal time resolution of the used scintil-
lator and PMT is 20 ns, corresponding to 50 MHz. That is enough to distinguish separate
bunches from the cyclotron which was operated at the maximum frequency of approxim-
ately 25.8 MHz. The delay of a signal from PMT and to the clock input of the DUT on
40 m coaxial cables was measured to be 165 ns on each cable. We could check the relative
phase of the clock and PMT signals and determine the zero phase using the oscilloscope.
The zero phase shift thus means that the clock signal comes 2×165 ns before the PMT sig-
nal. The scintillator with PMT were used only for determining the zero phase using a low
intensity proton flux (≈ 103 cm−2 s−1) and were removed for the measurement of SEE with
higher flux. The phase alignment has to be considered as an approximative only, since the
delay of the PMT was not considered in the measurement and some other timing paramet-
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Figure 5.7: Setup for measurement of transient events effects. Clock frequency of the
DUT is synchronized with the cyclotron RF generator determining the frequency of pro-
ton bunches. It is possible to select the exact time within the clock period when the
protons arrive to the chip by shifting the clock phase against the cyclotron frequency. The
scintillator was used only for initial aligning of the phase using a very low proton flux and
was not present during the measurement.

ers of the proton beam might have changed when switching to higher fluxes used for SEE
measurement. The proton flux used for measuring the SEE was about 5× 107 cm−2 s−1.

The time distribution of protons in a cyclotron bunch is shown in Fig. 5.8. It was
simulated numerically [106] and cross-checked with an indicative measurement using the
PMT signal. The bunch length was approximately 6 ns, which is about 1/6 of the 38.8 ns
bunch period. The design loaded in the FPGA, running at 25.8 MHz, was synthesized to
run at 150 MHz. That corresponds to the longest combinatorial path delay of about 6 ns.
Thus the transient events should not influence the circuit, if their effects subside at latest
6 ns before the clock signal.

The dependence of the SEE cross section on the clock phase was measured in two
independent runs. Both measurements were made with the phase shifting step of 36 ◦ (0.1
period), corresponding to about 3.9 ns. One measurement started at the phase shift of 0 ◦

and the second started at the phase shift of 18 ◦. The measured cross sections are shown
in Fig. 5.9.

5.1.2.3 SEE in Flash-Based FPGA

A flash-based Microsemi SmartFusion2 [107] fabricated using a 65 nm technology was also
tested for SEE. SmartFusion2 is a System-on-Chip (SoC) device, containing an FPGA
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Figure 5.8: Simulated time distribution of proton density in a cyclotron bunch for
the energy 34.8 MeV. The corresponding bunch period (cyclotron frequency) is 38.8 ns
(25.8 MHz). Credit: [106].

Figure 5.9: Measured SEE cross sections of the configuration memory and DFF in the
Spartan-3 (XC3S200) FPGA induced by ≈ 32 MeV protons, coming in different phases
of the clock cycle. Error bars show the standard deviation derived from the number of
measured SEEs. The whole period corresponds to 38.8 ns.
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fabric, ARM processor core, SRAM memory and other peripherals. Only the FPGA part
of the device was tested for SEE using protons. No errors were observed in the flash
configuration memory during the whole testing. However, errors in DFFs were observed.
The SEE cross section was measured for three energies and the results are presented in
Table 5.2. All 56 340 DFFs present in the device were utilized during the measurement.

Proton energy Total Obtained SEE cross section
at target fluence TID [cm2 bit−1]

[MeV] [cm−2] [krad] conf. mem. DFFs
32 1× 1011 27 0 (2.2± 0.2)× 10−14

26 8× 1010 32 0 (2.0± 0.2)× 10−14

15 5× 1010 27 0 0

Table 5.2: Measured proton beam cross section in the configuration memory and DFFs of
the flash-based SmartFusion2 (M2S050) SoC FPGA fabric.

5.1.3 Total Dose Effects

Although no SEEs were observed in the configuration memory of flash-based FPGAs, they
turned out to be more sensitive to the long-term radiation effects. The tested SRAM
FPGAs obtained ionizing doses in order ranging from ≈ 104 to ≈ 105 rad and no difference
in their performance was observed. On the other hand, all tested flash-based FPGAs were
permanently damaged after obtaining a TID by order of 103 to 104 rad (depending on the
particular FPGA type).

The behavior of all flash-based FPGAs after an irradiation was similar. The loaded
design worked fine, until an attempt to reprogram the configuration memory was made.
The memory was successfully erased, but it was not possible to write it again. Based on the
behavior and a communication with the manufacturer, the most likely source of the problem
were the transistors in the charge pump circuit, providing the programming voltage for the
memory. Their threshold was shifted due to an excessive free charge accumulated inside
the gate oxide, released there by ionizing radiation.

Similar observations were made also by a team preparing the upgrade of another ALICE
subdetector (TPC). They were using the SmartFusion2 SoC device, built on the same
technology and having the same FPGA fabric as Igloo2 [108].

Because of the resistance of its configuration memory to SEE, the flash-based FPGA,
namely Microsemi Igloo2, was one of the candidates to be used in the Readout Unit of
the upgraded ITS. Thus it was required to measure whether it can sustain the TID load
specified by the project proposal. The expected dose for the RU, including a safety factor,
is about 10 krad in 4 years. The FPGA was irradiated with 30 MeV protons (energy at the
target) in steps. In each step, the chip was irradiated for the given time with a defined flux
intensity. The chip was powered and working during the irradiation — the SEU testing
circuit was running in it. The beam was stopped and programming functionality was tested
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after each irradiation period. The chip was powered off for 5 seconds at the beginning of
the programming test, afterwards it was powered on again and reprogrammed. If the
programming ended successfully, irradiation continued with the next step. Otherwise, the
irradiation was stopped. Because a relatively expensive device is permanently damaged
after the test, only two M2GL010T FPGA chips were tested.

The first Igloo2 chip was irradiated with the proton flux of 107 cm−2 s−1, correspond-
ing to the dose rate 3 rad/s. Each irradiation step took 6 minutes, corresponding to 1 krad
dose. After the first step, the programming was already not working. The ability of the
chip to be programmed was tested approximately each 2 or 3 days after the irradiation.
The programming become possible again after 30 days. The irradiation continued three
months after the first irradiation, when the chip seemed to be working normally again.
The flux was significantly lower this time — 4.4× 105 cm−2 s−1, corresponding to the dose
rate of 0.15 rad/s and the step was approximately 0.25–0.5 krad (30–60 minutes). The flux
and the dose time flow are shown in Fig. 5.10. The programming failed after 3.5 krad. The
quoted dose includes also the dose accumulated in the first irradiation. Partial recovery
was observed after three weeks, when about 1/4 of the programming attempts were suc-
cessful and the rest failed. Complete recovery was never achieved and after another week
all programming attempts were failing.

The second Igloo2 chip was irradiated by protons with the low dose rate (0.15
rad/s) from the beginning. The step was again ≈ 0.25 krad. The first programming
failure was observed at 4.4 krad and the chip recovered in 10 minutes. After that, the
irradiation continued up to 5.4 krad, when the programming failed to work completely.
A recovery was observed 21 days after the irradiation. The irradiation continued with
the same parameters of the dose rate three months later. The programming failure was
observed at 6.4 krad (quoted dose includes again the dose from the first irradiation) and
another successful attempt to program was after 30 minutes without the beam. Then the
irradiation continued up to 7.9 krads, after which the chip has never recovered and was not
able to be programmed even 18 months after the irradiation. The flux and the dose time
flow are shown in Fig. 5.11.

Figure 5.12 shows the time flow of the TID and flux for the flash-based ProASIC3 chip
for comparison. No programming error was observed for this chip at least up to ≈ 10 krad.
The chip was then used for different experiments, during which it obtained over 200 krad of
TID with quite high dose rate up to 200 rad/s. After such dose it failed to work completely.

5.1.4 Discussion of Results from FPGA Measurements

The results of our measurements show, that gamma rays from 60Co do not cause single
event effects in SRAM FPGAs. We were able to give just the upper limits on the cross
section.

We obtained a similar size of SEE cross sections for protons and neutrons which have
the similar mean energy. That might indicate, that the significant source of SEEs are
nuclear reactions and the secondary ionization caused by products of these reactions. Such
conclusion is supported also by comparing SEE cross sections obtained for protons with
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Figure 5.10: Time flow of the TID accumulated in the first tested Igloo2 (M2GL010T)
chip and the corresponding proton flux. Dots illustrate programming attempts. Mind the
adjusted flux axis in the top left corner.

Figure 5.11: Time flow of the TID accumulated in the second tested Igloo2 (M2GL010T)
chip and the corresponding proton flux. Dots illustrate programming attempts.

Figure 5.12: Time flow of the TID accumulated in the tested ProASIC3 (M1A3P1000L)
chip and the corresponding proton flux. Dots illustrate programming attempts.
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different stopping power (different energy). It can be seen from Figure 5.13, that protons
which ionize more (i.e. have lower energy and bigger stopping power dE/dx) have the SEE
cross section lower than protons which ionize less (i.e. have bigger energy and lower dE/dx).
Cross section data for flash-based FPGA in the Tab. 5.2 also support this observation.

Figure 5.13: Dependence of SEE in configuration memory of XC3S200 on the ionizing dose
delivered by a single proton.

Average SEE cross section in configuration memory of logic block for Spartan-3 for
neutrons > 10 MeV published by Xilinx in [78] is 2.87 × 10−14 cm2 bit−1. The values we
measured using protons is in the range from 5× 10−15 to 2× 10−14 cm2 bit−1 depending on
energy. Since the used particle energy spectrum was different, the values are not directly
comparable, but are very close.

We can say, based on the data shown in Fig. 5.9, that the variation of SEE cross section
for different clock phase shifts is not significant enough to use clock phase alignment with
the beam as a SEE mitigation technique. There are just hints of possible dependence
(lower cross section at ≈ 170 ◦ and higher at ≈ 330 ◦), but more measurements would be
necessary to reach necessary statistical significance and to confirm it.

Although only two measurements of the TID damage effects were done on the same
flash-based FPGA Igloo2 chip because of too big costs of the tests, we can say that the
dose resistance of the flash-based device depends not only on the total dose, but also on the
dose rate. The higher the dose rate is, the lower is the TID threshold when the chip fails.
The coarse estimate is that for ≈ 2 orders less flux we can achieve ≈ 4 times higher dose
until the programming fails. The same behavior of the programming ability was observed
also on other flash-based devices (SmartFusion2 and ProASIC3) during other tests, but
the exact dose was not measured in that case.

It should be noted that none of the tested chips was specified as a radiation-tolerant
device.
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5.2 ITS Readout Unit Tests

A first prototype of the RU board (RUv0) was already built at CERN to test the concept
of the design and to test radiation hardness of critical components. The RUv0 board was
subsequently tested at NPI cyclotron. The tests and a comparison of soft error mitigation
techniques and securing the design on different levels is described in [A.1] and is still
ongoing. Testing of optical transceivers is described in [A.2].

Our measurements of TID hardness of FPGAs helped to select the final version of
FPGA to be used in the RU of the upgraded ITS and also the design techniques used for
fault mitigation. The RU will use the high-performance SRAM-based Kintex-7 for data
processing together with the low-performance, yet enough radiation tolerant, flash-based
ProASIC3 as a circuit supervising the function of the RU and scrubbing the Kintex-7
configuration memory [109].

The proton SEU cross sections measured on RUv0 equipped with Kintex-7 (KC7325T)
at the NPI cyclotron equals 3.07 × 10−15 cm2 bit−1. The value is consistent with other
tests of this chip carried out at different facilities [83]. However the results are not directly
comparable, since different particles and different energies were used.

The developed beam dosimetry and experience gained during previous experiments
was used also during the radiation tests of other components for ITS Upgrade project, like
cables, conductive glue and ALPIDE chips.

5.3 ALPIDE Measurements

The cyclotron and the elaborated beam monitoring and dosimetry system was used also
for characterization measurements of prototypes of the ALPIDE chips. The measured data
contributed to the development of the final version of the detector chip and investigation
of its properties using proton beam [110].

5.3.1 Delay Scan

Besides TID hardness studies we performed a measurement of time dependence of a signal
generated in the chip by incoming 30 MeV protons. The measurements were performed on
the 3rd prototype version of the chip, pALPIDE-3, which was the last prototype before the
mass production. The pixel matrix of this prototype version was divided into 8 sectors of
the same size, each utilizing a different circuit design and its layout on the silicon. The
sectors were arranged in adjacent columns of equal width (128 pixels) and height (512
pixels). The goal of the measurement was to compare the charge collection time in these
segments. The new ITS requires that sensors have as low charge collection time as possible,
so the trace of a particle does not overlap with hits from subsequent events. Results of
the measurement were used as a basis for a decision on the selection of layout used for the
final chip.
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Figure 5.14: 3rd prototype version of the ALPIDE chip placed on a carrier board. On the
left-hand side is a front view of the carrier board with the chip bonded in the middle of it.
On the right-hand side, there is the back side of the same carrier board with a technological
hole in it, located under a part of the chip. The hole was utilized for measuring false proton
hits (see text for details).

The chip was placed on the carrier board shown in Fig. 5.14. Behind the chip, a
scintillator with a PMT registering incoming protons was placed. The signal from the PMT
was optionally delayed using a function generator and sent to the chip as a trigger signal
for data acquisition, see Fig. 5.15. The proton flux was decreased down to ≈ 100 cm−2 s−1,
so that only one proton is captured in each frame. Due to a high noise in the scintillator
and PMT, the PMT gain had to be set as low as possible to prevent the output saturation
with amplified noise and only protons with high energy were registered. The circuit board
carrying the ALPIDE chip had a technological hole below the upper part of the chip, as
it can be seen in Fig. 5.14. The bottom part of the chip was overlapping with the circuit
board from behind. Protons passing through the board lost a large part of their energy and
their signal from the scintillator was below the threshold. Thus the trigger signal was issued
only for protons, passing through the upper half of the ALPIDE chip, see Fig. 5.16. Based
on this, it was possible to estimate also the contribution of proton clusters from events
with false trigger signal. We can see in Fig. 5.17, that for the lowest delay and after tuning
the PMT gain and threshold levels, we captured predominantly protons passing through
the hole. The number of protons registered in the bottom part of the chip increases with
increasing delay of the data acquisition trigger. These are considered as false coincidence
and we can assume, that the same amount of false proton hits was also in the upper part.
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Figure 5.15: Schematic connection of the setup for the ALPIDE delay scan. Signal delays
on individual cables and components are marked in blue. The minimal delay between
registering the proton by PMT and receiving the trigger signal by ALPIDE is ≈ 780 ns
and can be increased at the function generator. The standard dosimetry and positioning
equipment and its connection is not shown and can be found in Fig. 4.1.

A statistical correction was performed to eliminate them [111], cf. Fig. 5.16.
The mean number of pixels in a proton cluster in different sectors as a function of

trigger signal delay is presented in Fig. 5.18. Only events with a single proton hit in the
full chip area were selected for data analysis. Data for analysis of each sector were further
selected only from events, where all pixels of the proton cluster were located within the
area of the given sector.

We can see from the measured data that there are differences between various sectors.
Pixels in the fastest sectors 6 and 7 collect the charge released by 30 MeV proton in about
6 ms, while in sectors 0 and 1 the same charge is collected in more than 9 ms.

Figure 5.19 presents several examples of proton clusters for a given sector and delay.
The fading of pixels in the center of the cluster earlier than of those at the edge is caused
by a shaping circuit that initiates a reset if too much charge is being collected in one pixel
for a long time. The shaping circuit is one of the used techniques to shorten the readout
time and its different design was one of the variations among the eight different sectors on
the prototype version of the APLIDE chip.
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Figure 5.16: Definition of the HOLE region where the chip registers contributions from
signal and background clusters and the BG region dominated by contributions from back-
ground clusters. The background component of measured data is removed on statistical
basis, by subtracting the corresponding distributions in BG region from the HOLE region.
Source: [A.9].

Figure 5.17: Example distribution of the clusters across the chip for different delays between
the PMT trigger signal and the start of data acquisition. The visible borders between
sectors are created artificially by the selection of events where there is only one cluster per
chip area and all pixels of that cluster are located in one sector only. Source: [A.9].
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Figure 5.18: Mean number of pixels in cluster versus the delay between the PMT trigger
signal and the start of data acquisition. Source: [A.9].

Figure 5.19: Typical proton clusters for each sector and different delay between the PMT
trigger signal and the start of data acquisition. Source: [A.9].
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Chapter 6

Conclusions

Radiation hardness tests of various electronic components are important parts of engineer-
ing and scientific projects in the fields of space research, aviation, nuclear and particle
physics and many others. With a continuously decreasing dimensions of electronic chip
technology, the sensitivity to the effects caused by ionizing radiation increases, although
based on the ever increasing understanding of these effects the techniques to mitigate them
are also improving. This ensures the importance of radiation hardness tests and this field
of the research also for the future.

I worked on the extensions of the existing infrastructure available in the Nuclear Physics
Institute within my dissertation thesis, so that it is usable for the purposes of testing
radiation hardness of electronic components for the ALICE Inner Tracking System (ITS)
Upgrade project. This primarily required to provide an on-line monitoring of the beam
and the dosimetry, which allowed to study the evolving properties of tested components
under exactly defined beam conditions. Within this effort I focused on controlling the
beam parameters like flux and profile. A number of measurements required very low fluxes
in the order of tens or hundreds of protons per second per cm2. In the cooperation with
cyclotron operators and engineers, we elaborated procedures and methods to reach such
stable conditions. In addition, I promoted the construction of the energy degrader unit with
integrated beam stop, which allows very fast change of the beam energy and immediate
stop and restart of the beam, both with the possibility of external and computer automated
control. The NPI U-120M cyclotron now offers a better and more convenient environment
for operation in low proton flux regimes, which widens the range of possible experiments
and can be appreciated also by other users.

A method of detecting faults and measuring a single event effects (SEE) cross section
in a configuration memory and flip-flops of any FPGA using accelerated life testing (ALT)
was developed and used for characterization of the radiation hardness of programmable
hardware. It is based on a special firmware design, that utilizes maximum of the FPGA
fabric resources and is sensitive to all bit flips in used configuration memory and in all flip-
flops storing the data. The method is usable for any FPGA and gives results equivalent to
other methods.
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It was clearly demonstrated, that the direct proton ionization up to 30 MeV does not
have a significant effect on the probability of causing a SEE in 90 nm technology FPGA. The
main contribution to SEE probability is the ability of proton to induce a nuclear reaction
in the chip material with reaction products of lower energies causing the high ionization.
Therefore in first approximation, proton SEE cross section is very approximately equivalent
to SEE cross section of neutron with the same mean energy. Although the used particle
energy range was limited to 30 MeV, the statement is valid also for higher energies since
the effect of direct proton ionization is most significant for lowest proton energy.

It was also confirmed, that the configuration memory of flash-based FPGAs is resistant
to SEE in the used proton energy range, but the chips are more sensitive to the effects
of total dose. While the SRAM-based FPGAs were operational after obtaining hundreds
of krads, the flash-based ones were failing after several krads or tens of krads. The mani-
festation of the failure in all cases was the loss of the reprogramming ability. However,
the design loaded in the chip was working correctly until an attempt to reprogram it was
made.

The extended NPI U-120M cyclotron infrastructure and SEE measurement methods
were used to characterize candidate FPGAs for the new readout unit of the upgraded
ITS of the ALICE experiment in CERN and helped to choose the optimal one. The
project currently focuses on the architecture of the readout unit (RU) in which the high-
performance SRAM-based Kintex-7 will be used for data processing together with the low-
performance yet enough radiation tolerant flash-based ProASIC3 as a circuit supervising
the function of the RU and scrubbing the Kintex-7 configuration memory. As the final
specification of the RU is coming out and first firmware designs are being developed, the
particular fault-tolerant design techniques and their application on different levels of the
circuit are currently being tested and evaluated.

The infrastructure was also extensively used for testing and characterization of the
new silicon pixel sensors which will be used in the upgraded ITS. These measurements
provided information on radiation hardness and timing characteristics of the chip and
confirmed that it meets the requirements given in the project proposal. Other radiation
hardness measurements involved for example studies of material degradation, dependability
of transmission over fast signal cables during their aging, degradation of conductive glue
or measurement of bit error rate of optical transceivers.

6.1 Contributions of the Dissertation Thesis

The main contributions of the dissertation thesis can be summarized as follows:

◦ An architecture of the system for measuring single event effects cross section in
FPGAs was developed. The system can be used for any FPGA and can measure
SEE cross section separately for the configuration memory and D-flip-flops. These
characteristics of FPGA are useful for developers of fault-tolerant systems, especially
in radiation environment. Published in [A.5, A.6, A.7].
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◦ A beam monitoring system for on-line measurement of low proton fluxes at the NPI
cyclotron was developed, cross-calibrated using set of different techniques and verified
by simulation for energies, being used at the cyclotron. The system can be used also
for measurements with neutrons from the Fast Neutron Generator (FNG). Published
in [A.4].

◦ Experiments to verify both the dosimetry system and the FPGA SEE detection
architecture were carried out at the NPI cyclotron, FNG and gamma source.

◦ Comparison of the behavior of FPGAs based on different technologies in radiation
environment was made. Published in [A.11].

◦ Comparison of the SEE cross section for different particles and their interaction
mechanisms was made. Published in [A.3].

◦ Developed systems and methods helped to characterize and select the suitable com-
ponents and technologies for the new ITS detector of the ALICE experiment. Pub-
lished in [A.1, A.2, A.9].

6.2 Future Work

The author of the dissertation thesis suggests to explore the following:

◦ Measure more precisely the SEE cross section in FPGA for different phase shifts
of the clock signal and incoming proton bunches and try to identify the possible
correlation.

◦ Characterize the ability of flash-based FPGAs to be programmed as a function of a
dose rate, characterize the annealing process and compare the results for different
FPGAs and technologies. The measurement would be however costly, since the
measured FPGA is permanently damaged and a considerable number of them has to
be used to obtain a statistically significant data sample. Nevertheless, it might be
possible to perform these measurements also on the standalone flash memory chips
made with comparable technology which might deliver equivalent results.
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